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Guarded Execution, as a concept, has beewdsticated in seeral studies emphasizing
its potential to reduce the unpredictability of the contral ftmused by branches. It has also
been stated that hiag Guarded Execution exploits Instruction Leel Parallelism (ILP). Hav-
ever, it is not straightfonard to intgrateGuarded Execution in an &isting architecture.

This thesis studies the imggation of Guarded Execution implemented byGuard
Instructions in an &isting in-order and an out-of-order pipeline, using a DLX type instruction
set. In both cases, first the original pipelines are designed usmggvHDL, and then the
additional hardwre needed is added, finally both thesesons are synthesized using Synop-
sys’ synthesis tools. The thesis starts with a bwefwen of Guarded Execution andGuard
Instructions followed by the hardere analysis.

The results of this thesis shdhat the hardare averhead of hang the three types of
Guard Instructions, namelyGuard_True, Guard _False and Guard Both is in a justifiable
range of 15% in terms of area for both cases; and 1.21% in terydetime for the out-of-
order case. The results alsostibat no gcle time werhead has been encountered in the in-

order case.
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Chapter 1

| ntroduction

There has been, is and willxays be a demand faadter processors. This need faster pro-
cessors has introduced processors whigle kize ability to gploit the Instruction Leel Paral-
lelism in a gven code. The designers also arerking on mag ways to reduce the clock
period of the processors; and usually aghithis task by diding the work that is originally

to be done in one clockycle and completing it in more than ongcle; this technique is
widely knovn aspipelining. It is olvious that in order to get more out of this scheme, the
machine should h& the instructions fls through its pipeline in a smoothghion; in other
words, the more stalls there are, the more performargradkgion the designers aexing.

There are more than one reasons for stalling the pipeline, one of the more important ones
being thecontrol dependences. Changes in the control floof a program can introduce stalls
during runtime since the processors cannot determine which instruction is to be feithed ne
Especially when the number of stages in a pipeline increases, the time needed eahesolv
dependeng in terms of clock ycles increases and this results in a poor performance. This
effect has been intenagly studied and seral static and dynamic branch prediction schemes
have been proposed [7].

In mary previous studies, Guarded Execution” is shavn to be an alternat to deal with con-

trol dependencies [1][2][9][10fcuarded Execution decides the instructions to beseuted by
testing aguard operand. Although it gves a flaor of control flav change, the flo is still

sequential and the instructions are fetched sequentially; and veorthe stalls due to the
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control dependencies are eliminated. Since there is no prediction involved for the instructions

that are guarded, there can be no mispredictions for these instructions, hence no correction
operations are needed.

Since nothing can help us achieve the ideal easily, there are some disadvantages of Guarded
Execution. The first one is about performance; some instructions that are guarded might have
already been fetched and might be flowing through the pipeline and depending on the guard
operand they might have to be converted to NOPs. This results in wasting some fetch band-
width, and in having bubbles floating through the pipeline. The second disadvantage is due to
hardware; since the region that can be guarded is limited to some extent, the branch instruc-
tions which change the control flow of the program are still needed, hence some sort of branch
prediction scheme is also still needed. Moreover, there is some additional hardware required
for the implementation of Guarded Execution. This hardware overhead for Guarded Execu-
tion has not been investigated in studies prior to thisthesis.

This thesis presents the study of the hardware cost issues encountered in the integration of
GUARD Instructions into existing in-order and out-of-order pipelines running DL X-like code
[5]. Chapter 2 gives a brief description of Guarded Execution and Instruction Guarding con-
cepts. Chapter 3 defines the base instruction set and the GUARD type instructions introduced
to it. Chapter 4 investigates the integration of the GUARD instructions into an In-Order Pipe-
lined architecture. Chapter 5 investigates the integration of the GUARD instructions into an
Out-Of-Order Pipelined architecture. Chapter 6 states the conclusions and concludes the work

with possible work to be done in the future.



Chapter 2

GUARD Instructions

In this chaptera brief definition ofGuarded Execution is given with a simple xample after

which the cost issuesgarding the use dbuarded Execution are presented.

2.1 Guarded Execution and Guarded I nstructions

Guarded Execution means seleately executing instructions depending on treue of acon-
dition register. An instruction which might be turned into a NOP depending ondhes \of
the condition register is called aGuarded Instruction. If the condition meets the requirement,
then the instruction can beexuted; if it does not, then the instruction is dynamically turned
into a NOP SinceGuarded Execution can turn instructions into NOPs, there is no more need
for conditional branches which can branch ahead upto some number of instructions in the
sequential code. This decreases the number of branch instructions in the code substantially
resulting in a decrease in the number of control dependences. Hence the Instrwetiéarte
allelism in the code is increased.
Several commercially successful architecture® lRRAY-1, DEC Alpha and Intel P6 ha
supported some form dbuarded Execution.(DEC Alpha and Intel P6 ka limited their
guarding concepts t@onditional move' type instructions).
A Guarded Instruction looks like:

g and cond?rd,rsl, rs2

meaning that the destinatiorgrster ¢d) will be modified with the result of the bitwise AND
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operation (rsl && rs2) if and only if the condition specified in the cond field evaluates to be

true; as opposed to the non-guarded version of the same AND instruction which modifies the

for (i = 0;i< N; i++){

if (Ali] == 0) {
B[i] = 0;

}

elseif (Ali] < 0) {
B[i] = -1;

}

else{
B[i] = 1;

}

}

Figure2.1 C code example

specified destination register regardless of a condition.

We can go through a simple example which shows how the number of control dependencesis

reduced by Guard type instructions. If we consider the loop in Figure 2.1,

LO:

L1:

L2:
L3:

LW r3, 0(rl)

BEQ r3,10,L1
SLTI 15, r3, #0
BNE 5,10, L2

SW ro, 0(r2)
J L3
SW ro, 0(r2)
J L3
SwW r8, 0(r2)

ADDI rl,rl,#1
ADDI r2,12,#1
BNE r1,r7,L0

(@)

LO: LW
G SW
GJ
SLTI
G SW
G _SW

L1: ADDI
ADDI
BNE

r3, 0(rl)
~r3?r0, 0(r2)
~r3?L1
r5, r3, #0
~r5?r9, 0(r2)
r5?r8, 0(r2)
rl, rl, #1
r2, r2, #1
rl, r7,LO

(b)

Figure 2.2 Compiled code for the C codein Figure 2.1
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which realizes the SGN (sign) function on an array of real numbers and writes the result into

the result array. A simple compiler can generate the MIPS like code given in Figure 2.2.3;
having the contents of the registers are as follows: r1 contains A[Q], r2 contains B[], r7 con-
tains N, r8 contains -1, r9 contains 1 and r0 is hardwired to 0 as in the MIPS architecture fam-
ily [3][4][13].

And in Figure 2.2 b, the same loop compiled with the Guarded Instructions is shown. The
very first thing to be noticed is the reduction in the number of conditional branches from 3 to
1. The next thing that can be seen is the reduction of the total instruction count, from 12 to 9.
If a single cycle load latency, a single cycle branch delay (in the machines with no static or
dynamic branch prediction) and equal instruction and data cache hit percentages are assumed,
then the code in Figure 2.2.a will execute in 13 cycles when the longest path is traversed and
in 10 cycles when the shortest path is traversed. On the other hand, the code in Figure 2.2.b
will execute in 10 cycles; resulting in an average 1.2 speedup if all the three paths have equal
probability to be traversed. Even if the machine has some sort of a dynamic branch prediction
scheme, since the branch predictors can not be ideal there will be some mispredictions, proba
bility of which is relatively higher for the first two branch instructions in the code in Figure
2.2.a. These two branch instructions do not exist in the code in Figure 2.2.b, therefore there
will be no mispredictions due to these instructions in the Guarded version, which resultsin a

less misprediction percentage in the overall code.

2.2 Cost Issuesin Guarded Execution

There are several cost issues regarding the implementation of Guarding. As mentioned above,
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there are two different instructions for the same operation, namely the guarded and the

unguarded versions. This requires support from the Instruction Set since the opcodes of these
instructions should be different.

Another cost issue is the increase in the total number of instructions that are actually fetched
and injected into the pipeline. All the instructions in the code are fetched since the machine
has no way to identify the instructions that are actually going to be executed and the ones that
are going to be turned into NOPs in advance. This property of Guarded Execution can easily
be seen in Figure 2.2. The Guarded version of the code has only one path for control flow
while the original version can skip some instructions from label(s) LO and/or L1 and/or L2.
Some clever scheduling algorithms like scheduling the instructions converted to NOPs in par-
alel with instructions that actually do useful work has been studied in [1], and it is shown that
using this kind of scheduling algorithms reduces the execution time.

One other difficulty in implementing Guarded Execution is the need to evaluate the Guard
Condition by reading the Guard Condition Register. Since this register is needed at the same
time that the source registers are needed, the number of read ports of the Register File should
be increased. It is widely known that increasing the number of ports of an SRAM block
increases the access time to the block; hence slows down the cycle time.

The last issue is that the registers that are used in branch instructions for comparison are
needed only for the lifetime of the branch instructions and can be modified as soon as the
branch instruction retires, but this is not the case for the Guarded version of the same code.
This property of Guarded Execution makes the compiler’s job alittle harder. Another solution
to this problem would be adding a separate register file to the architecture just for the Guard

Condition Registers. However this solution would require a major design change, hence will



not be justifiable when trying to add and modify the minimum hardware.

2.3 Summary

It has been shown [1] that Guarded Execution is a powerful and promising concept. The next
chapters show that the amount of hardware required to support Guarded Execution is also rea-
sonable, which makes it even more attractive to include in an instruction set.

The following chapters present the integration of Guard Instructions [1] into existing architec-
tures starting with the brief description of the instruction set and GUARD Instructions that is

used in thiswork.



Chapter 3

The Instruction Set and Modifications For Guarding

The previous chapter briefly introduced the issues encountered in integrating Guarding into an
existing architecture. It has been shown in [1] that, in order to support Guarding the existing
instruction set should be modified by introducing some new instructions, and the conclusion
of the study suggests introducing three new instructions, namely GUARDTRUE, GUARD-
FALSE and GUARDBOTH instructions. In this work, these instructions are introduced to the
existing 32-bit reduced DL X-instruction set.

Since the change involves adding just three new instructions, some of the reserved opcodes of
the DLX instruction set can be used for this purpose. And since the opcodes of the other
instructions are left unchanged, the cost issue related to the opcode space which was men-

tioned in Chapter 2 becomes irrelevant.

3.1 The Instruction Set

The instructions that are used in this work have the formats that are shown in Figure 3.1. The
instructions that are modeled in this work excluding the three GUARD instructions are shown

in Table 3.1.



Figure 3.1The formats of the instructionsin DLX Instruction Set

I-TYPE INSTRUCTION
6

5

5

16

OPCODE rsl rd IMMEDIATE
R-TYPE INSTRUCTION
6 5 5 5 11
OPCODE rsl rs2 rd FUNCTION

JTYPE INSTRUCTION
6

26

OPCODE

OFFSET ADDED TO PC

Table 3.1: The instructions, opcodes and function fields used

Instruction Type OPCODE[5:0] | FUNCTION[10:0]
ADD R 0x00 0x020
ADDI | 0x08 N/A
ADDIU | 0x09 N/A
ADDU R 0x00 0x021
AND R 0x00 0x024
ANDI | 0x0c N/A
BEZ | 0x04 N/A
BNZ | 0x05 N/A
J J 0x02 N/A
JAL J 0x03 N/A
JALR R 0x00 0x009
JR R 0x00 0x008
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Table 3.1: The instructions, opcodes and function fields used

Instruction Type OPCODE[5:0] | FUNCTION[10:0]
LHI | OxOf N/A
LW I 0x23 N/A
OR R 0x00 0x025
ORI | 0x0d N/A
SLL R 0x00 0x004
SLT R 0x00 0x02a
SLTI | Ox0Oa N/A
SRA R 0x00 0x007
SRL R 0x00 0x006
SUB R 0x00 0x002
SUBU R 0x00 0x023
Sw I 0x2b N/A
XOR R 0x00 0x026
XORI I 0x0e N/A

3.2 Format of GUARD Instructions

All the GUARD instructions that are used in this work have two operands; the first being the
Guard Condition Register, and the second being the mask field of the GUARD instruction. The

format of the GUARD instruction is shown in Figure 3.2.

6 5 21

GUARD OPCODE Cond Reg GUARD MASK

Figure 3.2GUARD Instruction Format



11
3.3 The Operation of GUARD Instructions

The operation of th&UARD instructions is as follws: first theGuard Condition Register is
fetched, thenwaluated, and if thevaluation turns out to ballse then the instructions that are
listed in theGuard Mask are turned into NOPs. Maver, the way that theGuard Mask works
for all the threeGUARD instructions is not the same. Throughout tharky a Condition is
said to bedilse if the content of th€ondition Register is zero; and true otherwise.
A GUARDTRUE instruction looks lile:

GUARDTRUE cond,i21,i 20, ...,i12,i1
where (i 1, i 2, ...) are the labels of the instructions that are preceded GYARDTRUE
instruction (i.e. ‘i 1’ is the sequentiallyewy net instruction that follevs the GUARDTRUE
instruction).
The way that theGuard Mask works for theGUARDTRUE instruction is such that if a mask
bit is reset (‘0") then the instruction corresponding to this bit isGuatrded and hence will
not be afected by the outcome of tl&@JARDTRUE instruction; on the other hand if the mask
bit is set (‘1)then the instruction i§uarded.
The instructions that ka their mask bits set are to be werted to NOPs when theuard
Condition Register content is &lse.
A GUARDFALSE instruction vorks in a similar \vay as th&SUARDTRUE does. The only dif-
ference is that th&uarded instructions will be coverted to NOPs if th&uard Condition
Register content is true.
The third GUARD type instruction is th&SUARDBOTH instruction. The dference of this

instruction from the other twis its ability to guard gncombination of the instructions that
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arelisted in its Guard Mask under the Condition Register being true or false.

Theresult of the study in [1] suggests that thereis more involved in the hardware implementa-
tion of the GUARDBOTH instructions. The Mask Field of the GUARDBQOTH instruction must
specify three states for each instruction; namely ‘not guarded’, ‘ guarded on true’ and ‘ guarded
onfalse'. So, at least 2 bits are needed for representing the state of an instruction. This scheme
will limit the number of instructions that can be guarded by the GUARDBOTH instruction to
10 since the mask field of a GUARD type instruction consists of 21 bits. But this scheme
wastes the fourth unused state for each instruction. Instead, one can use some kind of an

encoding scheme to take advantage of this fourth unused state.

Since for three instructions the number of possible guard states is 33=27 which can be repre-
sented in binary form by 5 bitsinstead of 6 which is needed by the previous 2 bits per instruc-

tion’ scheme needs. Using this scheme, one can use
{2_1J =4
5

encoded blocks representing 3*4=12 instructions instead of 10. This scheme |eaves the 21% bit
of the mask field unused; and the overhead is just a relatively simple decoder circuit just
before the actual Guard Mask is needed.

The optimized encoding scheme which requires the minimum amount of logic for its decoder
and is used in thiswork for the mask field of the GUARDBQOTH instruction is shown in Table
3.2. Inthetable, X correspondsto ‘not guarded’, 1 correspondsto ‘ guarded on true’ and O cor-

responds to ‘guarded on false'.



Table 3.2: Encoding scheme used for GUARDBOTH instructions

Mask[4:0]

Inst 3

Inst 2

Inst 1

0x00

X

X

X

0x04

0x0c

0x02

Ox0a

0x01

0x09

0x06

0x0e

0x05

oxod

0x03

0x0b

0x16

Ox1le

0x15

Ox1d

0x19

0Ox1b

0x07

OxOf

0x17

Ox1f

Ox11

0x13

0x10

0x12

Rrlo|lo|lrRr|O|lR|O|R| X|X|Oo|lrR|Oo|R|X|X|O|lrR|O|R|X| X|X|X|O|R

O|lr|r|Oo|Oo|rR|O|rRP|O|lRP| X|X|rRP|Oo|lOo|rRP| X|X|Oo|R|X| X|Oo|krR| X|X

oO|lr|O|rRr|rRP|O|lO|RrR|R|O|FR|O|X| X|Oo|lrR|O|R|X| X|oOo|pr| X|X]| X|X

13



The opcodes that are used for these three GUARD type instructions are given in Table 3.3.

Table 3.3: The opcodesfor GUARD typeinstructions

Instruction Opcode[5:0]
GUARDTRUE 0x19
GUARDFALSE Oxla
GUARDBOTH 0x18

14

In Figure 3.3.a, the recompilation of the example in Figure 2.1 is shown allowing
GUARDTRUE and GUARDFALSE instructions only, and in Figure 3.3.b, the GUARDBOTH

instruction is also allowed.

LO: LW r3,0(r1) LO: LW  r3,0(rl)
GUARDFALSE r3, 00003 GUARDFAL SE r3, 00003
SW 10, 0(r2) SW 10, 0(r2)

J L1 J L1

SLTI 15,13, #0 SLTI 15,13, #0
GUARDFALSE r5, 00002 GUARDBOTH r5, 00019
GUARDTRUE r5, 00002 SW  r9,0(r2)

SW 19, 0(r2) SW  r8,0(r2)

SW 18, 0(r2) L1: ADDI rl1,r1#1

L1: ADDI rl,rl, #1 ADDI r2,r2,#1
ADDI r2,r2,#1 BNE r1,r7,LO
BNE r1,r7,L0

(@ (b)

Figure 3.3 The usage of GUARD instructions
One can easily observe that even in a simple loop like this, having GUARDBOTH instruction

available reduces the total instruction count by one per iteration, and hence the total execution

time.
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3.4 Summary

As long as there are at least three reserved opcodes in an existing instruction set, the three
GUARD type instructions can be introduced to that instruction set.

In this chapter, the reduced DL X instruction set that is used in this work with the GUARD type
instructions and their operations were described. In the Chapter 4, the actual integration of the

GUARD type instructions into an existing in-order pipelined machine is investigated.
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Chapter 4

Integrating GUARD Instructionsinto an
In-Order Pipelined Architecture

In this chapter, the costs of integrating the three GUARD type instructions into an existing in-
order pipelined architecture is investigated. The modeled machine is a simple in-order pipe-
line which can execute the instructions given in Table 3.1. The pipeline is structurally imple-
mented using Verilog HDL except its memory components such as the register file, the data
cache and the instruction cache which are defined behaviorally; and the cost anaysis is per-

formed with the Synopsys synthesistools using LS| Logic’s [ca500kv technol ogy.

4.1 Properties of the Modeled Pipeline

The in-order pipeline that is designed in this work has five stages, namely Instruction Fetch
(IF), Instruction Decode (ID), Instruction Execute (EX), Memory Access (MEM) and Write
Back (WB) stages. The instruction and data caches that are used are 64KB direct mapped
caches. For simplicity, no other memory hierarchy is modeled.

A simple data forwarding path which forwards the results from MEM and WB stages to the
EX stage is used so that there are no stalls due to data hazards. Figure 4.1 shows the basic
properties of the pipeline model ed.

However, a stall condition arises due to load use hazard. If the instruction that follows a load
instruction uses the result of the load instruction, then it should be stalled in the ID stage since

the result value of the load instruction will be available at the end of its MEM cycle.
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The branch instructions in the DLX instruction set compare their operands only with ‘0’, so

the branch outcome can be calculated as soon as the source register is fetched in the ID stage.
Since there is no forwarding path to the ID stage, in the case of a branch hazard (i.e. when the
source register of the branch instruction will be modified by an instruction in EX or MEM
stages), the branch instruction is stalled in the ID stage. However, there isn’'t a branch hazard
when the only instruction modifying the source register of the branch instruction isin the WB
stage due to the implementation of the register file, which is modified in the first half and read
in the second half of the clock cycle. There is no dynamic branch prediction scheme used in
this implementation; instead, branches are statically predicted to be not-taken all the times.
The result of this scheme islosing one cycle per ataken branch. No interrupts and exceptions
have been modeled.

Since the SRAM portions of the design were not structurally implemented, they could not be
synthesized. Instead, the data given in the LCA500K Memories Data Book is used. Both the
instruction and the data caches have 16384 entries, 64K B of data and 32KB tag with one read/
write port. The register file has 32 32-bit registers and 2 read and 1 write ports. The specifica-

tions of these SRAM blocks are givenin Table 4.1.

Table 4.1: The SRAM Portions of the Modeled Pipeline

Read Write
SRAM Type Access Access Gate Count
Time Time
Instruction and Data Caches 13.8 ns 9.38 ns 106920
Register File 39ns 29ns 14136
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Each stage of the pipe is synthesized, and the results in Table 4.2 are obtained. The results

shown take the read and/or write times of the SRAM portions into account but not the gate
counts. In al the tables throughout this thesis, the ‘combinational area’ is in terms of gate
counts (i.e. has the unit of gate count), the * non-combinational’ (sequential) and the ‘ net inter-
connect area’ arein terms of the gate count of a combinational part with equivalent area; ‘ total
cell area’ isthe sum of both the combinational and non-combinational areg; ‘total area’ isthe
sum of the total cell area and the net interconnect area. And the data arrival time is the delay

through the corresponding stage including the latches.

Table 4.2: Synthesis Results for Each Stage of the Modeled Pipeline

Property IF ID EX MEM WB Total
Combinational Area 701 431 2690 2 139 3959
Non-Combinational Area 994 1004 648 636 0 3282

Net Interconnect Area | 671.74 504.03 | 2578.01 | 172.58 11525 | 4041.61
Total Cell Area 1695 1435 3338 638 139 7245

Total Area 2366.74 | 1939.03 | 5916.01 | 81058 | 254.25 | 11286.6

Data Arrival Time 16.09ns| 78ns | 135ns | 13.8ns | 253ns | 16.09ns

These results are obtained for optimum area, in other words, no delay constraints were given
to the synthesis tools in order to minimize the area. The bottleneck of these five stagesis the
IF stage, which is mostly due to the Instruction Cache access, the data arrival time of which
suggests a clock rate of approximately 62 MHz. This clock rate seems to be low because of
two reasons; the first one being the handling of latches by the synthesis tools, and the second

one being the non-pipelined design of the IF stage (both the Instruction and the Data Caches
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are accessed in one cycle). But these will not affect our cost analysis since this speed and area

will be our reference point for hardware cost and critical path analysis.

4.2 The Additions and Modifications to the Hardvare for GUARD Support

The first modification that has to be done is introducing the GUARD type instructions to the
Instruction Decode unit, so that necessary decoding bits are generated for these instructions.
The second modification is adding the ssmple decoder for the Mask Feld of the GUARD-
BOTH instruction which was described in Chapter 3. The design of this decoder is described
insection 4.2.1.

The third, and the biggest modification is adding a structure to the pipeline which will keep
track of the state of the instructions (i.e. whether they are to be executed or to be converted
into NOPs). As proposed in [1], the structure that fits this definition is a special kind of a‘Shift
Ragister’. The design of the shift register used in thiswork is described in section 4.2.2.

The fourth modification which is a rather straightforward one is to the PC incrementer logic,
which is also mentioned in section 4.2.2.

The gate counts, area overheads, timings and the critical path effects of these designs are dis-
cussed in section 4.2.3.

4.2.1 Decoder Logicdr the Mask Field of GUARDBOTH Instructions

The decoder logic that is designed for the mask field of the GUARDBQO H instruction accord-
ing to the encoding data in Table 3.2 is synthesized using LS| Logic's [ca500kv synthesis
libraries. The resulting combinational logic diagram with the critical path highlighted is given

in Figure 4.2. And the properties of thisindividual circuit in terms of area, gate count and tim-
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ing isgiven in section 4.2.3. Thislogic is duplicated four times since one block decodes only

five bits, and there are 20 bits to decode. Since the earliest time that the Guard Instruction
(hence the mask field) isready isthe ID stage, this block is placed as an ID stage component.
The results are latched so that they can be used in the EX stage. Thisintroduces a 24 bit latch
overhead which is also taken into account in section 4.2.3.

In Figure 4.2, the mask output defines whether the corresponding instruction is guarded by the
GUARDBOTH instruction or not. A ‘1’ in a specific bit position indicates that the instruction
corresponding to that bit position is guarded, and ‘0’ indicates that it is not.The tf (true/false)
output defines the condition on which the corresponding instruction is guarded. If the instruc-
tion is not guarded at al, then thisfield isadon’t care. The bitsare ‘1’ or ‘0" indicating that
the instruction is guarded on the Guard Condition Register being ‘true’ and ‘false’ respec-

tively.

4.2.2 Shift Register Design for Support of Guarding

The shift register is needed to keep track of which instructions will be executed, and which
will be turned into NOPs. Since this register will be modified only by the GUARD instructions
which can guard upto a maximum number of 21 following instructions, the register should
consist of at least 21 bits. The shift register designed in thiswork has 21 bits and the least sig-
nificant bit corresponds to the instruction in the ID stage, the next bit corresponds to the
instruction in the IF stage and the rest of the bits correspond to the instructions that are not

fetched yet.
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The shift register works as following; if the corresponding bit of an instruction in the shift reg-

ister isset (*1') then the instruction is a candidate of execution; on the other hand if it is reset
(‘0"), then the instruction is definitely to be turned into a NOP. If the shift register hasits |east
significant bit set (‘*1'), then the instruction corresponding to that bit (the instruction in the ID
stage), is definitely going to be executed.

Resolving the interaction between the Branch type and the GUARD type instructions is not
straightforward because the GUARD instructions are based on the assumption that instructions
in the region that is guarded are fetched sequentially; but unfortunately taken branches violate
this assumption. So, any bits that are ‘O’ (not fetched but squashed instructions) in the shift
register after a taken branch will not make sense, since they no more correspond to the same
instruction that they did before the branch was taken. The solution used in this design is set-
ting all the bits in the shift register to ‘1" when a branch is taken regardless of its direction.
This solution poses some limits to the code to be executed all of which have been studied in
[1].

In order to generate the data that the shift register is going to be modified with, some hardware
should be added to the pipeline. The earliest time that the Guard Condition can be evaluated is
the EX stage since the Guard Condition Register will be available at the end of the ID stage.
Due to this reason, the hardware will be added to the EX stage. The first thing that has to be
added is a 32-hit wide OR gate which decides if the contents of the Guard Condition Register
is true or false, because according to the first option that is implemented, for a value to be
false, al bits of the register containing that value should be 0's. On the other hand as a second
option, only the least significant bit of the register can be checked, and if it is zero, than the

value can be said to be false, otherwise true; when this option is chosen for implementation,
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then the 32-bit OR gate is not needed. This second option is also analyzed in this section.

The second piece of hardware that has to be added is the block which generates the modify
signal which causes the shift register to be modified with the appropriate data. This modify
signa will be generated whenever there is a valid GUARD type instruction in the EX stage.
Just atwo input AND gate which have the ex_valid (indicating that the instruction in the EX
stageisavalid instruction) and guard_in_e& (the decode bit that indicates that the instruction
in the EX stageisa GUARD nstruction) as inputs will be appropriate to generate this signal.
Thethird piece that has to be added to the EX stage formsthe data that tells the shift register if
the condition holds or not. If the condition register content is false and the following individ-
ual instruction is guarded on true condition, or if the register content is true and the following
individual instruction is guarded on false condition, then the corresponding bit of thisdatais
‘0’, otherwise ‘1’. This data field produced is independent of the mask field of the GUARD
type instruction. If the instruction is a GUARDBQOH instruction then the most significant 9
bits of this data are not used, instead they are hardwired to the value *0'. This data produced is
referred to as the condition field(cond throughout this work.

The Mask FReld which isdirectly sent to the shift register is also produced in this stage, which
is rather easy because for a GUARDTRJE and a GUARDFALSEinstruction the Mask Reld is
the lower 21 bits of the instruction, and the Mask Feld of the GUARDBQOH instruction is
formed in the ID stage and latched for use in the EX stage. The circuit diagram of these pieces
of hardware with the critical path highlighted is given in Figure 4.3. And Figure 4.4 shows the
circuit diagram of the same logic when only the least significant bit is used for determining
whether the value istrue or false. And the properties of these circuitsin terms of area, individ-

ual gate count and timing is given in section 4.2.3. As can be seen from Figure 4.3 the 32-bit
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OR gate is on the critical path of this piece. When the OR gate is removed and only the least

significant bit is tested, the critical path remains the same except that the OR gate is obviously
not on the critical path anymore.

The modification of the shift register data requires careful action. First, the data that the regis-
ter is going to be modified with should be prepared. If the shift register is not signaled to be
modified, then this data should be the same as the shift register contents. If there isamodifica-
tion, then the entries in the original shift register contents which are ‘0’ should be left as ‘0’
and the entries that are ‘1’ should beturned into a“0’ if and only if the corresponding instruc-
tion is masked by the GUARD instruction which is currently in the EX stage and the condition
of which is evaluated such that the instruction will be turned into aNOP. The equation for this
relationshipis:

new_data; = (~modify & register_bit;) | (modify & register_bit; & ~(mask; & ~cond;))

As mentioned above, it may be the case that some not yet fetched instructions have been
turned into NOPs; so there is no point in fetching such instructions. In other words, whenever
an instruction is going to be fetched, it should not have been turned into a NOP. Thisis done
by counting the number of instructions starting from the one whichisin bit position 2 (thefirst
not yet fetched instruction, the least significant two bits correspond to the instructions already
inthe IF and ID stages which are aready fetched) which havea ‘0’ in the corresponding bit of
new_data bus. Then the ‘count’ of instructions that have been turned into NOPs is sent to the
PC incrementer logic which will increment the PC by 1+ count’. The PC incrementer is also

modified so that it can increment by ‘ 1+ count’.
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Figure 4.3 Thelogic diagram and the critical path of the hardware added to the EX stage
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Figure 4.4 Same as Figure 4.3., without the 32-bit OR gate
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The sub-logic that is used in figuring this ‘count’ out is shown in Figure 4.5. It takes 4 bits as

input and producesa ‘1’ at the position in which thefirst ‘1’ is seen starting from the least sig-
nificant bit of the input, leaving both the higher and the lower order bitsas ‘0’. Five of these
blocks are connected in a carry look ahead fashion such that if a‘1’ is seen at the output of a
block, then the outputs of the higher order blocks are disabled (all reset to ‘0’). If no ‘1’ is
seen, then the count is set to 19, which is the number of yet unfetched instructions which have
an entry in the shift register. The hardware overhead of the ‘one's position detector’ logic is
included in the investigation of the overhead of the ‘ shift register’.

If there is a stall, then the shift register is modified directly with ‘new_data’. If there is no
stall, but a taken branch, then the contents of the shift register areall setto ‘1. If thereis nei-
ther a stall nor ataken branch, then the bit position O of the register is modified with bit posi-
tion ‘1 of ‘new_data’, the bit position 1 of the shift register isassigned to ‘1’, and the rest is
modified with the bit positions [20:2] of ‘new_data’ shifted ‘count’ times right (towards the
LSB), and its unassigned portion (due to shifting) assigned to ‘1’, since those instructions
were not covered by any GUARD instruction.

The interface of the shift register is shown in Figure 4.6. And the circuit diagram for the shift
register and its controller logic after synthesis is shown in Figure 4.7. The properties of this
circuit in terms of area, individual gate counts and timing is given in section 4.2.3. The mean-
ings of the abbreviations used in Figure 4.6 are: cond[ 20:0] input isthe ‘data’ bus produced in
the EX stage. The data in[20:0] input is the actual mask field of the GUARD instructions.
count[4:0] isthe number of instructions to be skipped by the fetch unit, that is sent to the PC
incrementer logic. The data_d[20:0] is the actual shift register contents which are sent to the

pipeline.
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Figure 4.6 The interface to the Shift Register

4.2.3 Area, Gate Count and Timing Over heads

In this section, the hardware overhead of implementing Guarded Execution will be investi-
gated. The base case is given in Table 4.2. Table 4.3 shows the modified case when optimized
for minimum area. The areas reported are again in terms of equivalent gate counts. The delay
through the IF and ID stages do not change due to the SRAM timing constraints. The MEM
and WB stages do not change since the logic in those stages are not modified. The only stage
that timing of which is affected is the EX stage. The hardware, synthesis results of which is

shown in Table 4.3, tests only the least significant bit of the condition register.
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Table 4.3: Modified pipeline synthesisasults br minimum area

Property IF ID EX MEM WB Total
Combinational Area 857 547 2995 2 139 4540
Non-Combinational Area 994 1260 858 636 0 3748

Net Interconnect Area | 703.70 | 752.62 | 2916.28 | 17258 | 115.25 | 4660.43
Total Cell Area 1851 1807 3853 638 139 8288

Total Area 2554.70 | 2559.62 | 6769.28 | 81058 | 254.25 | 129484

Data Arri val Time 16.09ns| 7.8ns | 13.65ns| 13.8ns | 253ns | 16.09ns

The percent differences between Table 4.3 and Table 4.2 are given in Table 4.7. In the remain-
ing part of this section, theindividual synthesisresults of the hardware pieces added are given.

The gate typesin the synthesis results are described in Appendix 1.

The first part of hardware that is investigated is the Decoder logic for the mask field of the

GUARDBOQOTH instructions. The gate counts and the area occupied are given in Table 4.4.

Table 4.4: Gate types, counts and the aa occupied by the Mask Decoder

Gate Type Unit Ar ea Count Total Area

AO2
AO6
AO7
AO21
AO21IN
EC1
VP

1

P WIN|I NI NI NN
NIFRP|FP|FP|FP]| P
R W[INIDNI DN NN




Table 4.4: Gatetypes, counts and the area occupied by the Mask Decoder

Gate Type Unit Area Count Total Area

ND2 1 2 2
NND2 2 2 4
NNR2 2 1 2
OA21 2 1 2
Latches 6 6 36

Net | nterconnect N/A N/A 20.11

Total 27 20 80.11
M ax 6 6 36
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One block of the decoder occupies an area of 80.11, since four of these decoders are needed,

then the total arearequired is 320.44. The latchesinvolved in this design are used for latching

the datato be used in the EX stage. The delay through the critical path of one single decoder is

1.32 ns.

The second part of the hardware that was investigated in previous sections is the additional

hardware required in the EX stage for evaluating the condition of guarding, for forming the

condition field of the GUARD instructions, and for generating the modify signal for the shift

register. The gate counts and the area occupied by these pieces of hardware is given in Table

4.5.

Table 4.5: Gate types, counts and the area occupied by the added hardwareto EX stage

Gate Type Unit Area Count Total Area
ANZ2 2 10 20
AO2 2 12 24

AO22P 3 12 36
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Table 4.5: Gatetypes, counts and the area occupied by the added hardwareto EX stage

Gate Type Unit Area Count Total Area

BUF4 2 2 4
ENP 4 1 4
EO 3 1 3
Vv 1 1 1
IVA 1 1 1
VP 1 13 13
ND2 1 12 12
ND2P 2 1 2
ND8 6 1 6
NNR2 2 1 2
NR2 1 1 1
NR4 2 8 16

Net I nterconnect N/A N/A 122.60

Total 33 77 267.60
M ax 6 13 36

The total area overhead of this piece of hardware is 267.60. As can be seen from Table 4.5,

there are no latches involved in this design, because the data which forms the input to this

piece of logic isfed from the latches which were already present in the original pipeline.

The delay through the critical path of this logic is 2.61 ns. This number is of interest to us

because this logic and the shift register form the total path that is added to the EX stage. If the

scheme in which only the least significant bit is checked for deciding on the condition register

being true or not is implemented, then the area occupied reduces to 220.45 while the delay

through the critical path reducesto 1.96 ns.

The gate counts, and the area occupied by the shift register is given in Table 4.6.



Table 4.6: Gatetypes, counts and the area occupied by the Shift Register

Gate Type Unit Area Count Total Area
ANZ2P 2 2 4
AN3 2 2 4
AO1 2 5 10
AO2 2 29 58
AO3 2 36 72
AO4 2 2 4
AOb6 2 5 10
AO7 2 1 2
AO7P 3 1 3
AO11 5 1 5
AO21 2 1 2
AO21IN 2 17 34
AO22P 3 1 3
AO211 3 1 3
AO222 4 1 4
BUF1 1 2 2
BUF4 2 4 8
EO1 3 2 6
FD1Q 6 21 126
\Y; 1 36 36
IVA 1 22 22
VP 1 4 4
ND2 1 27 27
ND2P 2 2 4
ND3 2 2 4
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Table 4.6: Gatetypes, counts and the area occupied by the Shift Register

Gate Type Unit Area Count Total Area
ND3P 3 1 3
ND4 2 2 4
NNR2 2 2 4
NR2 1 29 29
NR2P 2 1 2
NR4 2 4 8
OA222 4 2 8
ORS3 2 2 4
OR4 3 1 3
onepos 8 5 40
Net Interconnect N/A N/A 412.44
Total 87 276 974.44
M ax 8 36 126

The abee analysis includes f®vcopies of the ‘One’Position Detector” blocks. The delay
through the critical path of this circuit is 5.80 ns.

The final modification is to the PC incrementer logic that is used in the IF stage for calculating
the address of the xieto be fetched instruction. The synthesizedsion of this block occu-

pies an area of 329.42, and has a delay of 3.77 ns. The synthesis output reporénane gi
Appendix 2.

4.3 Conclusions

In this chapter the hardwe that is to be added to the in-order pipelined processor for support-

ing Guarded Execution was irvesticated. In this section, the numbers that are obtained are

analyzed.
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When the data in Table 4.3 is compared with the data in Table 4.2, the results in Table 4.7 are

obtained.
Table 4.7: Percent overhead of GUARDed Execution for each stage

% increase IF ID EX MEM WB Total
Combinational Area | 22.25% | 26.91% | 11.34% 0% 0% 14.68%
Non-Combinational Area 0% 25.50% | 32.41% 0% 0% 14.20%
Net Interconnect Area | 4.76% | 49.32% | 13.12% 0% 0% 15.31%
Total Cell Area 9.2% 25.92% | 15.43% 0% 0% 14.40%
Total Area 7.94% | 32.01% | 14.42% 0% 0% 14.72%

Data Arrival Time 0% 0% 1.11% 0% 0% 0%

Since the access time for the Instruction Cache is high when compared to the rest of the logic
in the IF stage, the new PC incrementer does not affect the critical path delay of the | F stage.
Also, since the access time for the register fileis 3.9 ns, and it can be read only in the second
half of the cycle, it introduces a 7.8 ns delay; and the delay of the Mask Field Decoder for
GUARDBOTH instructions which is placed in the ID stage isonly 1.32 ns, therefore it has no
effect on the critical path delay of the ID stage either.

When the worst case delay of the shift register and the delay of the hardware added to the EX
stage are combined, the resulting worst case delay is 8.41 ns. Thisdelay is still far below 13.5
nswhich isthe critical path delay of the EX stage. But when combined with the original hard-
ware and optimized for minimum area, this number has an effect on the critical path delay of
the EX stage.

However, there is one small limitation of the design presented in this chapter, that is the
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sequentially next two instructions after a Guard type instruction can not be guarded by a pre-

vious Guard type instruction. That is because if they are, then just after the second Guard
instruction is fetched, the two others will be squashed and will never be fetched, hence the

second Guard instruction will be guarding some wrong instructions.
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Chapter 5
Integrating GUARD Instructionsinto an

Out-of-Order Pipelined Architecture

In this chapter, the costs of integrating the three GUARD type instructions into an existing out-
of-order pipelined architecture is investigated. The modeled machine is capable of executing
the instructions given in Table 3.1. The pipeline is structuraly implemented using Verilog
HDL except its memory components such as register file, the Branch Target Buffer, the
Branch History Table, the data cache and the instruction cache which are defined behaviorally
as in the in-order case; and the cost analysis is performed with the Synopsys synthesis tools

using LSI Logic's 1ca500kv technology.

5.1 Properties of the Modeled Pipeline

The out-of-order pipeline that is designed in thiswork has six stages, namely Instruction Fetch
(IF), Instruction Decode (ID), Instruction Issue (1S), Instruction Execute (EX), Memory
Access (MEM) and Write Back (WB) stages. Although all these six stages are explicitly
named here, in order to keep the architecture similar to the MIPS architectures, especially the
state of the art MIPS R10000 processor [4], not all the instructions go through all the stages.
(i.e. non memory accessing instructions need not and do not go through the MEM stage). The
general block structure of data flow is shown in Figure 5.1. The data going to the EX and
MEM stages are latched, but the data going to the WB stage is not latched since it is aready

coming out of alatch in the IS stage (ROB and Reservation Station).
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Figure 5.1 Data flow diagram of the out-of-order pipelined design
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Theinstruction and the data caches that are used are 64K B direct mapped caches. Asinthein-

order case, again for smplicity, no other memory hierarchy is modeled.

The processor modeled is able to issue oneinstruction per cycle, and it has an 8-entry Reorder

Buffer (ROB). In addition to the Reorder Buffer, there is an 8-entry Reservation Station mod-

eled for issuing the instructions to the ALU and the data cache. Also, 4-entry Load and Store

gueues are employed. In the processor modeled, a Tomasulo like scheme is maintained with

the above properties.

The issue process stalls whenever the ROB is full, or the Load Buffer is full and the next
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instruction to be issued is a Load type instruction, or the Store Buffer is full and the next

instruction to be issued is a Store instruction. When an instruction is issued, an entry is alo-
cated to it in both the ROB and the Reservation Station; also an entry is allocated for it in the
Load Buffer or the Store Buffer if it is a memory referencing instruction. The instruction
which is the head of the ROB has priority to advance to the EX and MEM stages; in the case
that the instruction which is the head has already finished execution but not committed yet,
then the instructions that are going to advance to the EX and MEM stages are determined stat-
icaly; giving the static priority to the lower numbered ROB stages. This scheme reduces the
complexity of selecting the instruction to be executed next. The load instructions can not
access memory whenever there is an address hazard, in other words no load speculation is
employed; al the load instructions wait for the preceding stores which have their address
undetermined or the same as the load instruction.

A 2-bit Branch History Table is used along with a Branch Target Buffer (BTB) for branch pre-
diction. The number of entries in the BTB and the Branch History Table is 1024. Whenever
the head of the ROB is a mispredicted branch, then the whole ROB is squashed and the execu-
tion is resumed by fetching from the correct PC. Along with branch prediction, jump predic-
tion is aso implemented.

Since the SRAM portions of the design were not structurally implemented, they could not be
synthesized. Instead, the data given in the LCA500K Memories Data Book is used. The
instruction and data caches have the same properties as in the in-order case. The Branch Tar-
get Buffer has 1024 entries and one read and one write port. Total data stored in the BTB is
3.75KB, and the tag space is 2.5 KB. The branch history table has also 1024 entries and one

read and one write port. The data stored in the branch history table is 0.25KB. The specifica-
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tions of these SRAM blocks are given in Table 5.1. (Nearest values available for the BTB and

the Branch History Table are used). The access times of the BTB is comparable to the access

times of the instruction and the data caches since it is two ported instead of one.

Table 5.1: The SRAM Portions of the Modeled Pipeline

Read Write
SRAM type Access Access Gate Count
Time Time
Instruction and Data Caches 13.8ns 9.38ns 106920
Register File 3.9ns 29ns 14136
BTB 10.3 ns 9.1ns 61608
Branch History Table 3.7ns 4.1ns 3216

Each stage of the pipe is synthesized, and the results in Table 5.2 are obtained. Asin Chapter
4, the results shown take the read and/or write times of the SRAM portions into account, but
not the gate counts. The combinational areaisin terms of gate counts, the non-combinational
(sequential) and the net interconnect areas are in terms of the gate count of a combinational
logic with equivalent area; and the arrival time is the delay through the corresponding stage.
Since all the control logic for the WB stage is included in the IS stage, and since the register
fileis considered as a part of the ID stage, WB stage is virtually non-existent in this analysis.
The numbers for the IF stage include the latches between IF and 1D stages. ID stage has no
sequential components (latches) because the latches between the ID and the IS stages are
taken into account in the IS stage. According to the results in Table 5.2, 89.3% of the whole

design consists of the hardware in the IS stage.
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Table 5.2: Synthesis Resultof Each Stage of the Modeled Pipeline

Property IF ID IS EX MEM Total
Combinational 502 333 35045 2136 0 38016
Area
Non-Combina- 1226 0 10908 420 390 12944
tional Area
Net Interconnect 623.70 248.15 | 20096.01 | 1925.94 111.82 | 23005.60
Area
Total Cell Area 1728 333 45953 2556 390 50960
Total Area 2351.70 581.15 | 66049.01 | 4481.94 501.82 | 73965.60
Data Arrival Time | 1454ns | 9.27ns | 19.82ns | 10.15ns | 13.80ns | 19.82ns

5.2 The Additions and Modifications to the Hardvare for GUARD Support

We have investigated the hardware modifications necessary for supporting GUARD type
instructions in an in-order pipeline in section 4.2. In an out-of-order pipeline, the situation
gets a little more complex. The reasons for this complexity are the following; first of al, the
Guard Condition Register contents may not be available at the time of issue, and secondly, in
the worst case, the 7 sequentially following instructions might have been already issued to the
ROB, and it might be the case that some or al of them will be converted to NOPs, this results
in squashing more than 2 already fetched instructions which was the case for the in-order
pipeline. These issues result in the need of storing the mask field in either the manipulated or
the un-manipulated form. Also, there are 4 different cases that should be handled; there can be
a stall issue, and there can be a commit situation, all the combinations result in 4 different

states, and for each different state, the pointers should be updated accordingly. The range for
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the shift register that is used for keeping track of the states of the instructions should also be

increased to 29 since the range of the GUARD instructions is 21 and the ROB has 8 entries.
The least significant 8 bits of the shift register is statically assigned to the ROB entries; if the
tail of the ROB isa GUARD type instruction and isthe eighth valid entry in the ROB, it will be
guarding upto 21 sequentially next instructions, hence it will guard upto the 29th bit of the
shift register.

The operation is as follows. when a GUARD type instruction is issued to the ROB, the Guard
Condition Register availability is checked, if it is not available, then the mask of the instruc-
tion is stored in the ROB, on the other hand if it is available, then the mask is manipulated
depending on the condition being true or not, and the final condition field is stored in the
ROB. The mask field of the GUARDBOTH instruction is decoded just like it is decoded for the
in-order case. The GUARD type instructions are resolved before they reach the head of the
buffer but they are not executed until they are the head; thisisto avoid updating the shift reg-
ister speculatively because the ROB may get squashed in the case of a branch misprediction.
Some ‘busy’ bit is kept for all the instructions that are already fetched and issued to the ROB,
the reason being that the instructions which may be converted to NOPs should not be sent to
the EX stage when its their turn, because if they will be converted to NOPs, then some execu-
tion cycles will be wasted. In addition to the pieces that are described in the next sections, the
PC incrementer logic and the decode logic should also be modified. The PC incrementer logic
will go through the same design change that it went in Chapter 4.

5.2.1 Value Field Generator Logic

Thefirst piece of logic that is to be added to the pipeline is the one which generates the value

fields of the GUARD type instructions. The value field of a GUARD type instruction is gener-
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ated depending on its kind and the availability of the Guard Condition Register. If the register

is not available at the time of the issue, then the value field is basically the mask field that
comes with the instruction binary; if the register is available, then the value field is generated
depending on the condition being true or false. For the GUARDBQOTH instructions, the mask
field isfirst decoded, then depending on the availability of the condition register at issue time,
it is updated.

The synthesis results of thisblock is given in section 5.2.4. Only one copy of thislogicisused
in the entire design. The resulting combinational logic diagram with the critical path high-
lighted is given in Figure 5.2.

5.2.2 Control Logic For GUARD Instructions

The control logic for the GUARD type instructions basically evaluate the condition for guard-
ing, then form the value field out of the mask fields of the GUARD instructions which had
their condition registers unavailable at the time of issue. The control logic also determines the
instructions that are ‘busy’, in other words the instructions already in the ROB but not yet
determined to be executed. Depending on the 4 different combinations of stalling and commit-
ting of the instructions, the pointers are also modified by the control logic. (i.e. since the ROB
is circular and dynamic, the bits corresponding to each instruction should be modified when-
ever the state of the ROB changes). The condition is determined just by the least significant bit
of the condition register.

The synthesis results of this block is given in section 5.2.4. For each ROB entry, one copy of
this block is used; hence for this design total of 8 copies of this block are used. The resulting

logic diagram with the critical path highlighted is given in Figure 5.3.
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5.2.3 The Shift Register

The shift register is used for keeping track of the instructions in terms of whether they are
going to be executed or not. The operation of the shift register is similar to the one that was
used in the in-order pipeline. However, as mentioned previously, for the out-of-order case, the
length of the shift register is increased from 21 to 29. The first 8 entries in the shift register
correspond to the instructions in the ROB statically (i.e. no matter how many instructions are
valid in the ROB, 8 entries will be allocated in the shift register). Therest 21 entrieswork in a
similar way as the in-order implementation does. The bits that correspond to the instructions
in the ROB are manipulated according to the state change of the ROB. (i.e. the commit and
stall combinations).

The synthesis results of this block is given in section 5.2.4. Only one copy of thisblock isused
in the entire design. The resulting logic diagram with the critical path highlighted is given in

Figure 5.4.

5.2.4 Area, Gate Count and Timing Over heads

In this section, the hardware overhead of implementing Guarded Execution in an existing out-
of-order pipeline will be investigated. The base caseis given in Table 5.2. Table 5.3 shows the

modified case when optimized for minimum area. The results are discussed in section 5.3.
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Table 5.3: Modified pipeline synthesisasults br minimum area

Property IF ID IS EX MEM Total
Combinational 776 344 44245 2136 0 47501
Area
Non-Combina- 738 0 11082 420 390 12630
tional Area

Net Interconnect 645.86 256.49 | 21446.50 | 192594 | 111.82 | 24386.61

Area
Total Cell Area 1514 344 55327 2556 390 60131
Total Area 2159.86 600.49 | 76773.50 | 4481.94 501.82 | 84517.61

Data Arrival Time | 1495ns | 9.27ns | 20.06ns | 10.15ns | 13.80ns | 20.06 ns

The percent differences between Table 5.2 and Table 5.3 are given in Table 5.7. In the remain-
ing part of this section, the individual synthesis results of the hardware pieces that are added
are given.

Thefirst part of the hardware that isinvestigated is the Value Field Generator. The gate counts

and the area occupied are given in Table 5.4.

Table 5.4: Gate types, counts and the aa occupied by the "lue Field Generator

Gate Type Unit Ar ea Count Total Area
AOb6 2 9 18
AO21IN 2 9 18
AO222 4 21 84
BUF4 2 2 4
VP 1 1 1




Table 5.4: Gatetypes, counts and the area occupied by the Value Field Generator

Gate Type Unit Area Count Total Area
NNR2 2 1 2
NR2P 2 1 2
OA21 2 1 2

mask_gen 323 1 323
Net I nterconnect N/A N/A 360.84
Total 340 46 814.84

M ax 323 21 323

51

One block of the Value Field Generator logic occupies an area of 814.84 and the delay

through the critical path of thisblock is3.36 ns.

The second part of the hardware that is investigated is the Control Logic for the GUARD

Instructions. The gate counts and the area occupied is given in Table 5.5.

Table 5.5: Gatetypes, counts and the area occupied by the Control Logic

Gate Type Unit Area Count Total Area
ANZ2 2 1 2
ANZ2P 2 1 2
AO2 2 20 40
BUF4 2 1 2
BUF5 3 1 3
EN 3 9 27
EO1 3 32 96
Vv 1 20 20
IVA 1 1 1
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Table 5.5: Gatetypes, counts and the area occupied by the Control Logic

Gate Type Unit Area Count Total Area
IVAP 2 1 2
ND2 1 20 20

ND2P 2 1 2
ND8 6 1 6
NND2P 3 1 3
NNR2 2 1 2
NR2 1 1 1
NR3P 3 4 12
NR4 2 8 16
OR3 2 20 40
shifter 413 1 413
sorter 102 1 102
tfshifter 370 1 370
Net Interconnect N/A N/A 948.42
Total 928 147 2130.42
M ax 413 32 413

One block of the control logic occupies an area of 2130.42, and 8 different copies of this block

isused in the design. The delay through the critical path of one of these blocksis 5.94 ns.

The third and the most important part that is investigated is the Shift Register. The gate counts

and the area occupied by the Shift Register isgiven in Table 5.6.



Table 5.6: Gatetypes, counts and the area occupied by the Shift Register

Gate Type Unit Area Count Total Area
AN2 2 1 2
ANZ2P 2 1 2
AO1 2 5 10
AO2 2 46 92
AO3 2 38 76
AO4 2 4 8
AO4P 4 1 4
AO6 2 2 4
AO7 2 11 22
AOTP 3 1 3
AO21 2 2 4
AO22P 3 2 6
AO211 3 1 3
AO222 4 4 16
BUF1 1 5 5
BUF4 2 1 2
EO1 3 5 15
EON1 3 1 3
FD1Q 6 29 174
v 1 23 23
IVA 1 15 15
IVAP 2 2 4
VP 1 16 16
ND2 1 30 30
ND2P 2 2 4
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Table 5.6: Gatetypes, counts and the area occupied by the Shift Register

Gate Type Unit Area Count Total Area
ND3 2 1 2
ND4 2 4 8
ND4P 4 1 4
NND2 2 2 4
NNR2 2 2 4
NR2 1 19 19
NR2P 2 3 6
NR3 2 2 4
NR4 2 4 8
OA21 2 25 50
OR2P 2 1 2
OR3 2 3 6

onepos 0 7 1 7

onepos_1 8 4 32
sorter 102 1 102

Net Interconnect N/A N/A 592.34
Total 150 161 1393.34
M ax 102 30 102

The Shift Register occupies an area of 1393.34. Only one Shift Register is used in the design.

The delay through the $hift Register is5.82 ns.

The final modification isto the PC incrementer logic that is used in the | F stage for calculating
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the address of the next instruction to be fetched. The same block used in the in-order imple-

mentation is also used in the out-of-order implementation. The synthesized version of this
block occupies an area of 329.42, and has a critical path delay of 3.77 ns. The synthesis output

reports are given in Appendix 3.

5.3 Conclusions

In this chapter the hardware that is needed to be added to an out-of-order pipelined processor
for support of Guarded Execution was investigated. In this section, the results obtained are

analyzed.

When the data in Table 5.4 is compared with the datain Table 5.2, the resultsin Table 5.7 are

obtained.
Table5.7: Percent overhead of GUARDed Execution for each stage

% increase IF ID IS EX MEM Total
Combinational Area | 54.58% 3.3% 26.25% 0% 0% 24.95%
Non-Combinational Area | -39.8% N/A 1.60% 0% 0% -2.43%
Net Interconnect Area | 3.55% 3.36% 6.72% 0% 0% 6.00%
Total Cell Area -12.38% | 3.3& 20.40% 0% 0% 18.00%
Total Area -8.16% | 3.33% | 16.24% 0% 0% 14.27%
Data Arrival Time 2.82% 0% 1.21% 0% 0% 1.21%

The most interesting part of Table 5.7 is that even though the bit count of the latches in the IF
block does not change, the Non-Combinational Areaof this block decreases. Thisisdueto the

latch type change between the two synthesis parts. Since delay is not constrained and the area
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istried to be minimized, slower but more area efficient latches are used. The main impact on
the minimum clock cycle of the pipeline comes from the IS stage since that stage determines
the clock cycle.

The hardware added introduces a 14.27% area overhead to the out-of-order pipeline as
opposed to the 14.72% overhead introduced to the in-order pipeline.

The cycle time of the processor is affected by 1.21%. This whole effect is due to the cycle

time change of the IS stage.
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Chapter 6

Conclusions

In this thesis, we have investigated the hardware cost of supporting Guarded Execution in an
existing architecture. We have introduced three Guard type instructions which are proposed in
[1] to a reduced DLX instruction set, and built an in-order and an out-of-order pipeline.
Mostly the hardware organization suggested in [1] has been used.

After synthesizing the in-order pipelined design, it was clear that the cost of integrating
Guarded Execution into an in-order pipelined architecture is justifiable. It does not have an
effect on the cycle time for the pipeline studied, and the area overhead is approximately 15%.
After synthesizing the out-of-order pipelined design, we saw that the hardware cost of inte-
grating Guarded Execution in terms of the additional area required went up when compared to
the in-order case. The area overhead was approximately 14%. No cycle time overhead was
found for the pipeline studied due to the long access times of the caches. Only the cycle time
of the *Instruction Execute’ Stage was affected by 1.11%.

The cycle time of the in-order processor studied did not seem to be affected much because of
the 64K B data and instruction caches, the access times to those caches pretty much determine
the cycle time of the whole processor. But, if we consider the extreme case of having no
caches at all, then the stage determining the cycle time of the processor will definitely be the
EX stage, and the cycle time of the EX stage is affected only by 1.11% even though the syn-
thesis tools were not set up to minimize the cycle time of the pipeline. For the out-of-order

case, the long access times of the caches does not matter much, the IS stage is the stage that
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determines the cycle time. The cycle time of the processor went up by 1.21%. That isaso jus-

tifiable since only area optimization is considered.
Thus we can conclude that the hardware overhead in terms of both the area and the clock cycle

penalty of integrating Guarded Execution in an existing architecture is justifiable.

6.1 Future Work

There are some limitations [1] on the Guarding Region of the GUARD instructions like the
one mentioned in section 4.3. An algorithm which could eliminate this kind of limitations can
be come up with in the expense of complicating the hardware.

Also, integrating Guarded Execution into some more aggressive architectures should be stud-

ied since the state of the art processors are no longer simple pipelined machines.
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Appendix 1

L CA500K Internal Macrocels Used

This appendix contains the definitions abbreviations for the gates used in this work. The suffix
‘P’ stands for a gate having a high output drive strength, otherwise gates having standard out-

put drive strength are used. The rise and fall times are in nanoseconds and measured from

10% to 90% VDD.
Table A.1: Macrocell Abbreviations
Version Name C%?Jtr?t Output Stendard -oads
2 4 8 12 | 16
an2 2-Input 2 tpLH | 022 | 029 | 043 | 059 | 074
AND tpHL | 019 | 023 | 030 | 037 | 043
an2p 2-Input 2 tpLH | 021 | 024 | 031 | 039 | 046
AND tpHL | 019 | 022 | 026 | 030 | 034
an3 3-Input 2 tpLH | 028 | 035 | 050 | 066 | 081
AND tpHL | 022 | 026 | 034 | 040 | 047
and 4-1nput 3 tpLH | 036 | 044 | 059 | 075 | 0.90
AND tpHL | 025 | 029 | 037 | 044 | 051
andp 4-1nput 3 tpLH | 037 | 041 | 049 | 057 | 065
AND tpHL | 025 | 028 | 033 | 037 | 041
201 2-AND 2 tpLH | 043 | 066 | 111 | 155 | 1.99
into 3-NOR tpHL | 013 | 018 | 027 | 036 | 045
202 | 22ANDs | 2 tpLH | 033 | 048 | 078 | 108 | 137
Into 2-NOR tpHL | 016 | 021 | 033 | 044 | 055
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Standard L oads

Version Name éBO ?Jtr?t Output

2 4 8 12 | 16
203 | 2-ORinto | 2 tpLH | 022 | 033 | 055 | 0.78 | 101
$-NAND tpHL | 020 | 028 | 043 | 059 | 0.75
204 | 22-ORsinto | 2 tpLH | 030 | 045 | 076 | 105 | 134
2 NAND tpHL | 017 | 023 | 034 | 045 | 056
206 2-AND 2 tpLH | 019 | 024 | 036 | 049 | 062
Into 2-NOR tpHL | 011 | 013 | 019 | 025 | 030
ao’ 2-ORinto 2 tpLH 0.22 0.34 0.59 0.84 1.09
2-NAND tpHL | 015 | 020 | 031 | 042 | 054
ao’p 2-ORinto 3 tpLH 016 | 022 | 034 | 046 | 059
-NAND tpHL | 012 | 015 | 020 | 026 | 0.31
2011 | 32-ANDs | 5 tpLH | 037 | 044 | 059 | 075 | 091
into 3-NOR tpHL | 031 | 036 | 043 | 050 | 057
bla Inverting 3 tpLH 0.06 0.08 0.13 0.22 0.42
gﬁ‘]ﬁ‘]ﬁg tpHL | 007 | 010 | 014 | 023 | 041
bai 4 parallel 2 tpLH | 007 | 010 | 017 | 031 | 062
Vs tpHL | 006 | 008 | 011 | 018 | 031
buf1 Buffer, 1 tpLH | 017 | 024 | 0338 | 054 | 0.70
'”tgﬂﬂelx tpHL | 016 | 019 | 026 | 033 | 039
buf4 Buffer, 2 tpLH | 017 | 019 | 024 | 028 | 033
'ntgﬂ?'/esx tpHL | 020 | 022 | 025 | 028 | 030
bufs Buffer, 3 tpLH | 015 | 017 | 020 | 024 | 027
4/|2n>t<eanﬁlve tpHL | 024 | 026 | 030 | 034 | 037
en 2-Input 3 tpLH | 023 | 030 | 043 | 058 | 0.73
Exclusive tpHL | 020 | 025 | 033 | 040 | 048

NOR




Table A.1: Macrocell Abbreviations

62

Standard L oads

Version Name C(:Batet Output
oun 2 4 8 12 16
enp 2-Input 4 tpLH 0.22 0.26 0.33 0.39 0.46
Exclusive
NOR tpHL 0.20 0.23 0.29 0.34 0.38
€0 2-Input 3 tpLH 0.23 0.30 0.42 0.57 0.73
Ex%léf've tpHL | 019 | 024 | 033 | 040 | 047
eol 2-AND, 2- 3 tpLH 0.30 0.45 0.75 1.05 1.34
NOR into 2-
NOR tpHL 0.15 0.21 0.32 0.43 0.54
fdlq D Flip Flop 6 tpLH 0.57 0.64 0.79 0.95 1.10
tpHL 0.58 0.63 0.70 0.77 0.84
fdldlq D FlipFlop 10 tpLH 0.53 0.60 0.75 0.90 1.06
Ena‘t’)‘l’ ghs(:an tHL | 051 | 057 | 066 | 074 | 082
fd2dq D Hip Flop 13 tpLH 0.62 0.69 0.84 1.00 1.15
with Clear,
Scan, Load tpHL 0.59 0.63 0.70 0.77 0.84
ha Half Adder 5 tpLH 0.45 0.52 0.67 0.82 0.98
tpHL 0.46 0.51 0.59 0.67 0.74
0\ Inverter 1 tpLH 010 | 017 | 032 | 047 | 0.63
tpHL 0.08 0.12 0.18 0.25 0.32
ivp Inverter 1 tpLH 0.07 0.10 0.17 0.24 0.31
tpHL 0.08 0.12 0.18 0.25 0.32
iva Inverter 1 tpLH 0.07 0.11 0.17 0.25 0.32
with Paral-
lel P Tran- tpHL 0.09 0.12 0.18 0.25 0.32
sistors
ivap Inverter 2 tpLH 0.06 0.07 0.11 0.14 0.17
with Paral -
el PTran- tpHL 0.07 0.09 0.12 0.15 0.18

sistors
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Standard L oads

Version Name éBO ?Jtr?t Output

2 4 8 12 16
mux21l Inverting 3 tpLH 0.12 0.15 0.22 0.29 0.36
Gate MUX tpHL 0.14 0.17 0.24 0.31 0.38
nd2 2-Input 1 tpLH 013 | 020 | 0.34 | 050 | 0.66
NAND tpHL 0.13 0.18 0.29 0.40 0.51
nd2p 2-Input 2 tpLH 0.10 0.13 0.20 0.27 0.34
NAND tpHL 0.10 0.13 0.18 0.24 0.29
nd3 3-Input 2 tpLH | 015 | 022 | 037 | 052 | 0.68
NAND tpHL 0.17 0.25 0.41 0.56 0.72
nd3p 3-Input 3 tpLH | 012 | 015 | 022 | 029 | 0.36
NAND tpHL 0.13 0.17 0.25 0.33 0.41
nd4 4-Input 2 tpLH 0.17 0.24 0.38 0.54 0.69
NAND tpHL 0.22 0.32 0.53 0.73 0.93
nd8 8-Input 6 tpLH 032 | 039 | 054 | 070 | 0.85
NAND tpHL 0.46 0.50 0.58 0.65 0.73
nr2 2-Input 1 tpLH 021 | 036 | 067 | 097 1.26
NOR tpHL 010 | 013 | 019 | 026 | 0.33
nr2p 2-Input 2 tpLH 0.14 0.21 0.36 0.52 0.67
NOR tpHL 008 | 010 | 013 | 016 | 0.19
nr4 4-Input 4 tpLH 0.53 0.84 143 2.02 2.61
NOR tpHL 0.11 0.15 0.22 0.28 0.35
or3 3-Input OR 2 tpLH | 020 | 027 | 041 | 057 | 0.73
tpHL 038 | 043 | 053 | 061 | 0.69
or4 4-Input OR 3 tpLH 0.21 0.28 0.42 0.58 0.74
tpHL 050 | 056 | 066 | 0.76 | 0.85




Appendix 2
Synthesis Results
of the

In-Order Pipelined Architecture

The synthesis outputs of all the stages and the new hardware introduced are given.
<stage_name>_before correspondsto the stage before the integration of GUARD type instruc-
tionswhile <stage name>_after corresponds to the stage after the integration of GUARD type

instructions.



|F_before

KRR I S R R O S S R R O b

Report : area

Design : fetch_stage

Version: v3.4a

Dat e : Mon May 5 14:42:38 1997

KRR I S R R O S S R R O R

Li brary(s) Used:
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| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nurmber of ports: 253

Nurmber of nets: 642

Nurmber of cells: 420

Nurmber of references: 17

Conbi nati onal area: 701. 000000
Noncombi nati onal area: 994. 000000
Net | nterconnect area: 671. 742676
Total cell area: 1695. 000000
Total area: 2366. 742676
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Design : fetch_stage

Version: v3.4a

Dat e : Mon May 5 14:42:38 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)

Area

. 000000
. 000000
. 000000
. 000000

Attributes

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
AC7 | ca500kv 2. 000000
B2A | ca500kv 4. 000000
BUF4 | ca500kv 2. 000000
BUF5 | ca500kv 3. 000000
FD1 | ca500kv 7. 000000

. 000000

n



FD1Q | ca500kv 6. 000000 60
FDS2LQ | ca500kv 10. 000000 62
IV | ca500kv 1. 000000 4
| VA | ca500kv 1. 000000 29
| VAP | ca500kv 2.000000 2
| VP | ca500kv 1. 000000 124
ND3 | ca500kv 2.000000 30
NND2 | ca500kv 2.000000 10
QA22 | ca500kv 4. 000000 58
QA22P | ca500kv 4. 000000 2
OR2 | ca500kv 2.000000 31
i ncrement er 144. 000000 1

360.
620.

124.

000000 n
000000 n

. 000000
. 000000
. 000000

000000

. 000000
. 000000

000000

. 000000
. 000000
. 000000 h
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Total 17 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng
-path full
- del ay nax
-max_paths 1
Design : fetch_stage
Version: v3.4a
Dat e : Mon May 5 14:42:38 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed

Desi gn Wre Loadi ng Model Li brary
fetch_stage B2X2 | ca500kv
i ncrenent er BO. 5X0. 5 | ca500kv
i ncrenmenter _DW1 inc_30_0

B0O. 5X0. 5 | ca500kv

Startpoint: icache_hit (input port)
Endpoint: if_pc_qg_reg[O0]

1695. 000000

(rising edge-triggered flip-flop clocked by cl ock)

Pat h Group: cl ock
Pat h Type: max

Poi nt I ncr
clock (input port clock) (rise edge) 0. 00
i nput external delay 13. 80
i cache_hit (in) 0. 00
U125/ z (1 VP) 0. 05
U349/ Zz (AOT) 0.14
U126/ Z ( NND2) 0.25
U135/ Z ( NND2) 0. 27

— = —h = —h —h



U25/z2 (1V)

U24/ 2 (1 VAP)

U343/ zZz (0A22)

U122/ Z ( ND3)
if_pc_qg_reg[0]/D (FDLQ
data arrival tinme

(Path is unconstrained)

0.18
0.77
0. 46
0.16
0. 00

—_ = —h —h =
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|F_after

KRR I S R R O S S R R O b

Report : area

Design : new fetch_stage

Version: v3.4a

Dat e : Mon May 5 15:04:15 1997

KRR I S R R O S S R R O R

Li brary(s) Used:
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| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nurmber of ports: 258
Nunber of nets: 647
Nurmber of cells: 420
Nurmber of references: 17
Conbi nati onal area: 857. 000000
Noncombi nati onal area: 994. 000000
Net | nterconnect area: 703. 696167
Total cell area: 1851. 000000
Total area: 2554, 696289
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Design : new fetch_stage

Version: v3.4a

Dat e : Mon May 5 15:04:15 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)

Area

. 000000
. 000000
. 000000
. 000000

Attributes

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
AC7 | ca500kv 2. 000000
B2A | ca500kv 4. 000000
BUF4 | ca500kv 2. 000000
BUF5 | ca500kv 3. 000000
FD1 | ca500kv 7. 000000

. 000000

n



FD1Q | ca500kv 6
FDS2LQ | ca500kv 10
IV | ca500kv 1
| VA | ca500kv 1
| VAP | ca500kv 2
| VP | ca500kv 1
ND3 | ca500kv 2
NND2 | ca500kv 2
QA22 | ca500kv 4
QA22P | ca500kv 4
OoR2 | ca500kv 2
i ncrement er 300

3
6

1

60.
20.
26.

24,

000000
000000
000000

. 000000
. 000000

000000

. 000000
. 000000

000000

. 000000
. 000000
. 000000

n
n
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Total 17 references
1
desi gn_anal yzer>

ER R S R R R I R R R R O b O S

Report : timng
-path full
- del ay nax
-max_paths 1
Design : new fetch_stage
Version: v3.4a
Dat e : Mon May 5 15:04:15 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library:
Wre Loadi ng Mbdel Mode: encl osed

. 000000 60
. 000000 62
. 000000 26
. 000000 7
. 000000 2
. 000000 124
. 000000 30
. 000000 10
. 000000 58
. 000000 2
. 000000 31
. 000000 1
| ca500kv
Li brary
| ca500kv
| ca500kv
| ca500kv
| ca500kv

Desi gn W re Loadi ng Mode
new fetch_stage B2X2
i ncrenent er BO. 5X0. 5
i ncrenmenter _DW1 inc_30_0
B0O. 5X0. 5
i ncrenmenter _DW1 add_30_0
B0O. 5X0. 5

Startpoint: icache_hit (input port)

Endpoint: if_pc_qg_reg[O0]

(rising edge-triggered flip-flop cl ocked

Pat h Group: cl ock
Pat h Type: max

. 000000

by cl ock)

Poi nt I ncr
clock (input port clock) (rise edge) 0. 00
i nput external delay 13. 80
i cache_hit (in) 0. 00
U125/ z (1 VP) 0. 05

U349/ Z ( AOY) 0.14

- = —h —h



U126/ Z ( NND2)

U135/ Z ( NND2)

U25/z2 (1V)

U24/ 2 (1 VAP)

U343/ zZz (0A22)

U122/ Z ( ND3)
if_pc_qg_reg[0]/D (FDLQ
data arrival tinme

(Path is unconstrained)

cooooo00

. 25

27
18
77
46
16

.00

—_ = —=h —h = —h =
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|D_before

KRR I S R R O S S R R O b

Report

Design :

area
dec_st age

Ver si on: v3.4a
Mon May 5 17:08:22 1997

KRR I S R R O S S R R O R

Dat e

Li brary(s) Used:

| ca500kv (File:

71

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

Nunber of ports: 451
Nurmber of nets: 433
Nurmber of cells: 209
Nurmber of references: 23
Conbi nati onal area: 431. 000000
Noncombi nati onal area: 1004. 000000
Net | nterconnect area: 504. 026978

Total cell area
Total area:

1435. 000000
1939. 026978

KRR I S R R O S R R O R

1

desi gn_anal yzer >
Report reference
Desi gn : dec_stage

Ver si on: v3.4a
Mon May 5 17:08:22 1997

KRR I S R R O S R R O R

Dat e

Attributes:
bl ack box (unknown)

b -

Unit Area Count Tot al

Area

Attributes

. 000000
. 000000

. 000000

bo - allows boundary optimn zation

d - dont touch

no - map_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unmapped | ogic
Ref er ence Li brary
AN2P | ca500kv
AO7 | ca500kv
AQ21N | ca500kv
BUF1 | ca500kv
EN | ca500kv

2 1
2 1
2. 000000 1
1 1
3 5

. 000000 1

. 000000
. 000000
. 000000
. 000000
. 000000



EO | ca500kv 3
FD1Q | ca500kv 6
FD1S | ca500kv 9
FD3SQV | ca500kv 13
IV | ca500kv 1
| VA | ca500kv 1
| VP | ca500kv 1
MUX21L | ca500kv 3
ND2 | ca500kv 1
ND3 | ca500kv 2
ND4 | ca500kv 2
ND5 | ca500kv 4
ND6 | ca500kv 5
NND2 | ca500kv 2
NR6 | ca500kv 5
QA22 | ca500kv 4
adder 207.
decoder 112.

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

000000
000000

©
w

»
A OINOOONPPWWONPMOUOIOOW

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

=)
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Total 23 references
1
desi gn_anal yzer>

ER R S R R R I R R R R O b O S

Report : timng
-path full
- del ay nax
-max_paths 1
Design : dec_stage
Version: v3.4a
Dat e : Mon May 5 17:08:22 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library:
Wre Loadi ng Mbdel Mode: encl osed

| ca500kv

Li brary

| ca500kv

| ca500kv

Desi gn W re Loadi ng Mode
dec_st age B1X1

decoder BO. 5X0. 5
adder BO. 5X0. 5

adder _DW1_add_30_0 BO. 5X0. 5

Startpoint: ex_A d[0] (input port)

Endpoi nt: ex_A q_reg[ 0]

| ca500kv
| ca500kv

. 000000

(rising edge-triggered flip-flop clocked by cl ock)

Pat h Group: cl ock
Pat h Type: max

clock (input port clock) (rise edge)



i nput external delay 7.80 7.80 f
ex_A d[0] (in) 0. 00 7.80 f
ex_A g_reg[0]/D (FD1Q 0. 00 7.80 f
data arrival tine 7.80

(Path is unconstrained)
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|D_after

KRR I S R R O S S R R O b

Report : area

Desi gn : new dec_stage

Version: v3.4a

Dat e : Mon May 5 11:59:05 1997

KRR I S R R O S S R R O R

Li brary(s) Used:

74

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nurmber of ports: 485
Nurmber of nets: 494
Nurmber of cells: 249
Nurmber of references: 30
Conbi nati onal area: 547. 000000
Noncombi nati onal area: 1260. 000000
Net | nterconnect area: 752. 618164
Total cell area: 1807. 000000
Total area: 2559. 618164
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Desi gn : new dec_stage

Version: v3.4a

Dat e : Mon May 5 11:59:06 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)

Area

. 000000
. 000000
. 000000
. 000000

Attributes

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
AN2P | ca500kv 2. 000000
AC7 | ca500kv 2. 000000
AC21N | ca500kv 2. 000000
BUF1 | ca500kv 1. 000000
BUF4 | ca500kv 2. 000000

. 000000



. 000000 1
. 000000
. 000000 16
. 000000 1
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

5

7
2

RPRPRPRPRRPRRPORRPRPONENWRONDNEO

45

1002
108

65.

. 000000
. 000000
. 000000
. 000000
000000
. 000000
. 000000

2. 000000

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

5 3 3 5
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EN | ca500kv 3
EO | ca500kv 3
FD1Q | ca500kv 6
FD1S | ca500kv 9
FD3SQM | ca500kv 13
FDS2LSQ | ca500kv 13
IV | ca500kv 1
| VA | ca500kv 1
| VP | ca500kv 1
MUX21L | ca500kv 3
ND2 | ca500kv 1
ND3 | ca500kv 2
ND4 | ca500kv 2
ND5 | ca500kv 4
ND6 | ca500kv 5
NND2 | ca500kv 2
NR6 | ca500kv 5
0A22 | ca500kv 4
SFD2 | ca500kv 8
adder 207
decoder 122
guarddec_0O 25
guar ddec_1 25
guar ddec_2 25
guar ddec_3 25
Total 30 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng

-path full

- del ay nax

-max_paths 1
Desi gn : new _dec_stage
Version: v3.4a
Dat e : Mon May 5 11:59:06 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library:

Wre Loadi ng Model

Desi gn W

Mode: encl osed

re Loadi ng

| ca500kv

Li brary

new _dec_st age
decoder

guar ddec_3

guar ddec_2

guar ddec_1
guarddec_0O

adder
adder DW1 add_30_0

BO. 5XO0.

o1 o1 o1 o1 o101 Ol

| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv

. 000000
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Startpoint: id_ir_g[29]
(i nput port)
Endpoint: ex_V_q_reg (rising edge-triggered flip-flop clocked by cl ock)
Pat h Group: cl ock
Pat h Type: max

Poi nt I ncr Pat h

clock (input port clock) (rise edge) 0. 00 0. 00

i nput external delay 0. 00 0.00 r
id_ir_qg[29] (in) 0. 00 0.00 r
r3/instr[29] (decoder) 0. 00 0.00 r
r3/UL66/ Z (1 VA) 0. 24 0.24 f
r3/UL32/ Z (NR3) 0. 48 0.72 r
r3/UL59/ Z (AQ2) 0. 39 1.11 f
r3/ U149/ Z ( AC6) 0. 39 1.50 r
r3/ U150/ 2z (QA21) 0. 44 1.94 r
r3/UL19/ Z (NR3) 0.25 2.19 f
r3/UL73/Z (1VP) 0.12 2.31r
r3/Ul21/ Z (NR2) 0.22 2.53 f
r3/Ul47/ Z (ND4) 0.19 2.72r
r3/UL14/ Z ( ACB) 0. 27 2.99 f
r3/ W9/ Z (NR3) 0. 48 3.48 r
r3/ Ul54/ Z ( ND4) 0.43 3.91 f
r3/UL09/ Z ( ACB) 0. 34 4.25 r
r 3/ decode_out[ 1] (decoder) 0. 00 4.25 r
Us6/ Z (IV) 0. 20 4.45 f
Us7/Z ( ND4) 0.19 4.64 r
u45/ Z (BUF1) 0. 53 5,17 r
ex_rd_q_reg[3]/Q (FD3SQVY 0.73 5.90 r
U90/ Z (EN) 0. 48 6.38 f
U59/ Z ( ND5) 0. 33 6.71 r
Us4d/ z (QA22) 0. 37 7.08 r
U100/ Z (MJUX21L) 0.18 7.26 f
U3/ Z ( NND2) 0.12 7.38r
us8/ Z (AR1N) 0.18 7.80 f
ex_V_qg_reg/ TE (FDS2LSQ 0. 00 7.80 f
data arrival tine 7.80

(Path is unconstrained)



EX _before

KRR I S R R I S S R R O R

Report : area

Design : ex_stage

Version: v3.4a

Dat e : Mon May 5 14:20:43 1997

KRR I S R R I S S R R O R

Li brary(s) Used:

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nunber of ports: 312
Nunber of nets: 577
Nunber of cells: 349
Nunber of references: 19
Conbi nati onal area: 2690. 000000
Nonconbi nati onal area: 648. 000000
Net | nterconnect area: 2578. 010986
Total cell area: 3338. 000000
Total area: 5916. 010742
1

desi gn_anal yzer >
khkkkhhkhkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkk dhhxkhkhhkxk,hxkk,*x*x%
Report : reference

Desi gn : ex_stage

Version: v3.4a

Dat e : Mon May 5 14:20:43 1997

KRR I S R R I S S R R O R

Attributes:
b - black box (unknown)

2
32

Total Area

2. 000000
4. 000000
64. 000000

77

Attributes

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
AN2 | ca500kv 2. 000000
AN3 | ca500kv 2. 000000
A2 | ca500kv 2. 000000
AC3 | ca500kv 2. 000000

AC222 | ca500kv 4. 000000

32
64

64. 000000
256. 000000



78

B4l | ca500kv 2. 000000 1 2. 000000
BUF4 | ca500kv 2. 000000 3 6. 000000
BUF5 | ca500kv 3. 000000 4 12. 000000
EN | ca500kv 3. 000000 16 48. 000000
EO | ca500kv 3. 000000 4 12. 000000
FD1Q | ca500kv 6. 000000 108 648. 000000 n
| VAP | ca500kv 2. 000000 3 6. 000000
| VP | ca500kv 1. 000000 33 33. 000000
ND2 | ca500kv 1. 000000 32 32. 000000
ND4 | ca500kv 2. 000000 4 8. 000000
NND2 | ca500kv 2. 000000 1 2. 000000
NR2 | ca500kv 1. 000000 6 6. 000000
NR4 | ca500kv 2. 000000 2 4. 000000
alu 2129. 000000 1 2129. 000000 h
Total 19 references 3338. 000000
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng

-path full

- del ay nax

-max_paths 1
Design : ex_stage
Version: v3.4a
Dat e : Mon May 5 14:20:44 1997
R S Sk R R I S b S S Rk S S S
Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed
Desi gn Wre Loadi ng Model Li brary
ex_stage B2X2 | ca500kv
alu B2X2 | ca500kv
barrel _shifter B1X1 | ca500kv
adder _c B1X1 | ca500kv
add_31 B0O. 5X0. 5 | ca500kv
add_30 B0O. 5X0. 5 | ca500kv
add_29 B0O. 5X0. 5 | ca500kv
add_28 B0O. 5X0. 5 | ca500kv
add_27 B0O. 5X0. 5 | ca500kv
cl adder _9 BO. 5X0. 5 | ca500kv
cl adder _8 BO. 5X0. 5 | ca500kv
add_26 B0O. 5X0. 5 | ca500kv
add_25 B0O. 5X0. 5 | ca500kv
add_24 B0O. 5X0. 5 | ca500kv
cl adder _7 BO. 5X0. 5 | ca500kv
add_23 B0O. 5X0. 5 | ca500kv
add_22 B0O. 5X0. 5 | ca500kv
cl adder _6 BO. 5X0. 5 | ca500kv
add_21 B0O. 5X0. 5 | ca500kv



add_20 B0O. 5X0. 5 | ca500kv
add_19 B0O. 5X0. 5 | ca500kv
add_18 B0O. 5X0. 5 | ca500kv
add_17 B0O. 5X0. 5 | ca500kv
cl adder _5 BO. 5X0. 5 | ca500kv
add_16 B0O. 5X0. 5 | ca500kv
add_15 B0O. 5X0. 5 | ca500kv
add_14 B0O. 5X0. 5 | ca500kv
cl adder _4 BO. 5X0. 5 | ca500kv
add_13 B0O. 5X0. 5 | ca500kv
add_12 B0O. 5X0. 5 | ca500kv
add_11 B0O. 5X0. 5 | ca500kv
add_10 B0O. 5X0. 5 | ca500kv
cl adder _3 BO. 5X0. 5 | ca500kv
add_9 B0O. 5X0. 5 | ca500kv
add_8 B0O. 5X0. 5 | ca500kv
add_7 B0O. 5X0. 5 | ca500kv
add_6 B0O. 5X0. 5 | ca500kv
cl adder _2 BO. 5X0. 5 | ca500kv
add_5 B0O. 5X0. 5 | ca500kv
add_4 B0O. 5X0. 5 | ca500kv
add_3 B0O. 5X0. 5 | ca500kv
add_2 B0O. 5X0. 5 | ca500kv
cl adder _1 BO. 5X0. 5 | ca500kv
cl adder 1 BO. 5X0. 5 | ca500kv
add_1 B0O. 5X0. 5 | ca500kv
cl adder _0 BO. 5X0. 5 | ca500kv
add_0 B0O. 5X0. 5 | ca500kv

Startpoint: nemrd_qg_reg[O]
(rising edge-triggered flip-flop)
Endpoi nt: overfl ow (output port)
Pat h Group: (none)
Path Type: max

Poi nt I ncr Pat h

memrd_q_reg[0]/CP (FD1Q 0. 00 0.00 r
memrd_q_reg[0]/Q (FDLQ 0. 49 0.49 f
U222/ Z (EN) 0.35 0.84 r
U153/ Z (AN3) 0.29 1.13 r
U143/ Z (ND4) 0. 56 1.69 f
Uso/ zZ (B4l) 0.71 2.40 r
Ul54/ Z (NR4) 0. 36 2.76 f
Ul44/ Z (ND4) 0. 33 3.09 r
41/ z (I VAP) 0. 83 3.93 f
U33/Z (NR2) 0. 26 4.19 r
U36/ Z ( BUF4) 0. 44 4.63 r
Ul47/ Z ( NND2) 0. 20 4.83 f
u42/ 2 (BUF5) 0.78 5.61 f
Ur7/ 2z (AGB) 0.31 5,92 r



r4/ B[ 1] (al u)

r4/ U358/ Z (BUF4)

r4/ U309/ z (1VP)

r4/ Ul15/ Z ( AQ2)

r4/ u2/ operand2[ 1] (adder_c)
r4/u2/ U107/ Z (BUF1)

r4/u2/ Ur3/ Z (EQL)

r4/u2/ U39/ Z (NNR2)
r4/u2/r11/g[1] (cl adder_7)
r4/u2/r11/Ull/Z (AQR1)
r4/u2/r11/U12/ 2 (AQR1)
r4/u2/r11/ U8/ Z (AC21)
r4/u2/r11/go (cl adder _7)
r4/u2/r3/g[0] (cladder_8)
r4/u2/r3/U11/ Z (AC21)
r4/u2/r3/Ul2/ Z (AQ21)
r4/u2/r3/ U8/ 2 (AQ21)
r4/u2/r3/go (cl adder_8)
r4/u2/r1/g[0] (cladderl)
r4/u2/r1/ U3/ zZz (AQ21)
r4/u2/r1/cout[0] (cladder1l)
ra/u2/r2/cin (cladder_5)
r4/u2/r2/ U6/ Z (AQ21)
r4/u2/r2/ U7/ 2 (AQ21)
r4/u2/r2/ U9/ 2 (AQ21)
r4/u2/r2/cout[2] (cladder_5)
ra/u2/r4/cin (cladder_9)
r4/u2/r4/ U/ Zz (AO21)
r4/u2/ra/ Ur/ Zz (AQ21)
r4/u2/r4/ W9/ zZz (A1)
r4/u2/r4/cout[2] (cladder_9)
r4/u2/ U42/ 2 (EO

r4/ u2/ overfl ow (adder_c)
r4/ overfl ow (al u)
overfl ow (out)

data arrival tine

(Path is unconstrained)

CO0000000000000000000000000000000000

.00

49
15
29
00
41
80
36
00
28
30
43
00
00
30
30
38
00
00
38
00
00
40
48
36
00
00
36
43
36
00
31
00
00
00

COOLOXXPXXOXONDOO U

= = = = =h —=h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h —h = = = = —h = =
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EX_ after

KRR I S R R O S S R R O b

Report

Design :

ar ea
new_ex_st age

Ver si on: v3.4a

Dat e

Mon May 5 12:46:27 1997

KRR I S R R O S S R R O R

Li brary(s) Used:

| ca500kv (File:

Nunber of ports: 372
Nurmber of nets: 694
Nurmber of cells: 407
Nurmber of references: 25
Conbi nati onal area: 2995. 000000
Noncombi nati onal area: 858. 000000
Net | nterconnect area: 2916. 279785
Total cell area: 3853. 000000
Total area: 6769. 279785
1

desi gn_anal yzer >
khhkkhhkkhkhkhhhdhhdhdhdhdhhhdhhdhddrddrddrddrkhdhkhdxkdx*x
Report reference

Desi gn : new ex_stage

Ver si on: v3.4a

Dat e

Mon May 5 12:46:27 1997

KRR I S R R O S R R O R

Attri butes:

b -

bl ack box (unknown)

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

Total Area

81

Attributes

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref erence Li brary Unit Area
AN2 | ca500kv 2. 000000
AN3 | ca500kv 2.000000
AN4 | ca500kv 3. 000000
AN4P | ca500kv 3. 000000
A2 | ca500kv 2. 000000

4. 000000
4. 000000
3. 000000
3. 000000
88. 000000



. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

32
64

64.
256.
. 000000

10.

12.

48.

15.
648.
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

000000
000000

000000
000000
000000
000000
000000
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AC3 | ca500kv 2
AQ222 | ca500kv 4
B4l | ca500kv 2
BUF4 | ca500kv 2
BUF5 | ca500kv 3
EN | ca500kv 3
EO | ca500kv 3
FD1Q | ca500kv 6
IV | ca500kv 1
| VAP | ca500kv 2
| VP | ca500kv 1
ND2 | ca500kv 1
ND2P | ca500kv 2
ND4 | ca500kv 2
NND2 | ca500kv 2
NNR2 | ca500kv 2
NR2 | ca500kv 1
NR4 | ca500kv 2
alu 1940
shiftreg 615
Total 25 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report timng

-path full

- del ay nax

-max_paths 1
Design : new_ex_stage
Version: v3.4a
Dat e : Mon May 5 12:46:28 1997
R S Sk R R I S b S S Rk S S S
Operating Conditions: NOM Library:

Wre Loadi ng Model

new_ex_st age
alu

barrel _shifter
adder _c
add_31
add_30
add_29
add_28
add_27

cl adder _9

cl adder _8
add_26
add_25

Mode: encl osed

o1 o1 o1 o1 OO o1 OOl

Wre Loadi ng Model

| ca500kv

Li brary

| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv

. 000000



add_24 B0O. 5X0. 5 | ca500kv
cl adder _7 BO. 5X0. 5 | ca500kv
add_23 B0O. 5X0. 5 | ca500kv
add_22 B0O. 5X0. 5 | ca500kv
cl adder _6 BO. 5X0. 5 | ca500kv
add_21 B0O. 5X0. 5 | ca500kv
add_20 B0O. 5X0. 5 | ca500kv
add_19 B0O. 5X0. 5 | ca500kv
add_18 B0O. 5X0. 5 | ca500kv
add_17 B0O. 5X0. 5 | ca500kv
cl adder _5 BO. 5X0. 5 | ca500kv
add_16 B0O. 5X0. 5 | ca500kv
add_15 B0O. 5X0. 5 | ca500kv
add_14 B0O. 5X0. 5 | ca500kv
cl adder _4 BO. 5X0. 5 | ca500kv
add_13 B0O. 5X0. 5 | ca500kv
add_12 B0O. 5X0. 5 | ca500kv
add_11 B0O. 5X0. 5 | ca500kv
add_10 B0O. 5X0. 5 | ca500kv
cl adder _3 BO. 5X0. 5 | ca500kv
add_9 B0O. 5X0. 5 | ca500kv
add_8 B0O. 5X0. 5 | ca500kv
add_7 B0O. 5X0. 5 | ca500kv
add_6 B0O. 5X0. 5 | ca500kv
cl adder _2 BO. 5X0. 5 | ca500kv
add_5 B0O. 5X0. 5 | ca500kv
add_4 B0O. 5X0. 5 | ca500kv
add_3 B0O. 5X0. 5 | ca500kv
add_2 B0O. 5X0. 5 | ca500kv
cl adder _1 BO. 5X0. 5 | ca500kv
cl adder 1 BO. 5X0. 5 | ca500kv
add_1 B0O. 5X0. 5 | ca500kv
cl adder _0 BO. 5X0. 5 | ca500kv
add_0 B0O. 5X0. 5 | ca500kv
shiftreg B1X1 | ca500kv
onepos_4 BO. 5X0. 5 | ca500kv
onepos_3 BO. 5X0. 5 | ca500kv
onepos_2 BO. 5X0. 5 | ca500kv
onepos_1 BO. 5X0. 5 | ca500kv
onepos_0 BO. 5X0. 5 | ca500kv

Startpoint: nemrd_qg_reg[O]
(rising edge-triggered flip-flop)
Endpoi nt: overfl ow (output port)
Pat h Group: (none)
Pat h Type: max

memrd_q_reg[0]/CP (FD1Q 0. 00 0.00 r
memrd_q_reg[0]/Q (FDLQ 0. 49 0.49 f



U263/ Z (EN) 0.35 0.84 r
U182/ Z ( AN3) 0.29 1.13 r
Ul71/Z (ND4) 0. 56 1.69 f
Us9/Z (B4l) 0.70 2.39r
U183/ Z (NR4) 0. 34 2.73 f
U170/ Z (ND4) 0. 33 3.06 r
Us4/ zZ (1 VAP) 0. 83 3.90 f
U42/ Z (NR2) 0.25 4.15 r
u45/ Z (BUF4) 0. 44 4.59 r
UL76/ Z ( NND2) 0. 20 4.79 f
Us5/ Z ( BUF5) 0.78 5.57 f
U119/ Z (AGB) 0.31 5.88 r
r4/ B[ 5] (alu) 0. 00 5.88 r
r4/ U336/ Z (BUF1) 0. 67 6.55 r
r4/ U305/ Z (1VP) 0. 20 6.75 f
r4/ w9/ z (AQ2) 0. 30 7.05r
r4/ u2/ operand2[ 5] (adder_c) 0. 00 7.05r
r4/u2/ U102/ Z (BUF1) 0.41 7.46 r
r4/u2/ Us7/ 2 (EQL) 0. 80 8.26 r
r4/u2/ U35/ Z (NNR2) 0. 36 8.62 f
r4/u2/r10/g[1] (cl adder_6) 0. 00 8.62 f
r4/u2/r10/ Ull/ Z (ACR1) 0. 28 8.90 f
r4/u2/r10/U12/ 2 (AR1) 0. 30 9.20 f
r4/u2/r10/ U8/ Z (AC21) 0.43 9.63 f
r4/u2/r 10/ go (cl adder_6) 0. 00 9.63 f
r4/u2/r3/g[1] (cladder_8) 0. 00 9.63 f
r4/u2/r3/U11/ Z (AC21) 0.25 9.88 f
r4/u2/r3/Ul2/ Z (AQ21) 0. 30 10.19 f
r4/u2/r3/ U8/ Z (AQ21) 0. 38 10.57 f
r4/u2/r3/go (cl adder_8) 0. 00 10.57 f
r4/u2/r1/g[0] (cladderl) 0. 00 10.57 f
r4/u2/r1/ U3/ 2 (AQ21) 0. 38 10.95 f
r4/u2/r1/cout[0] (cladder1l) 0. 00 10.95 f
ra/u2/r2/cin (cladder_5) 0. 00 10.95 f
r4/u2/r2/ U6/ Z (AQ21) 0. 40 11.35 f
r4/u2/r2/ U7/ Z (AQ21) 0. 48 11.83 f
r4/u2/r2/ U9/ 2 (A1) 0. 36 12.19 f
r4/u2/r2/cout[2] (cladder_5) 0. 00 12.19 f
ra/u2/r4/cin (cladder_9) 0. 00 12.19 f
r4/u2/r4/ U/ Zz (AQ21) 0. 36 12.55 f
r4/u2/ra/ Ur/ Zz (AQ21) 0.43 12.98 f
r4/u2/r4/ W9/ z (A1) 0. 36 13.34 f
r4/u2/r4/cout[2] (cladder_9) 0. 00 13.34 f
r4/u2/U42/ 2 (EO 0.31 13.65 r
r4/ u2/ overfl ow (adder_c) 0. 00 13.65 r
r4/ overfl ow (al u) 0. 00 13.65 r
overfl ow (out) 0. 00 13.65 r
data arrival tine 13. 65

(Path is unconstrained)



MEM

KRR I S R R O S S R R O b

Report

Design :

area
mem st age

Ver si on: v3.4a

Dat e

Sat May 3 17:56:16 1997

KRR I S R R O S S R R O R

Li brary(s) Used:

| ca500kv (File:

Nunber of ports: 242
Nurmber of nets: 215
Nurmber of cells: 107
Nurmber of references: 2
Conbi nati onal area: 2. 000000
Noncombi nati onal area: 636. 000000
Net | nterconnect area: 172. 583725
Total cell area: 638. 000000
Tot al area: 810. 583740
1

desi gn_anal yzer >
khhkkhhkkhkhkhhhdhhdhdhdhdhhhdhhdhddrddrddrddrkhdhkhdxkdx*x
Report reference

Desi gn : mem st age

Ver si on: v3.4a

Dat e

Sat May 3 17:56:21 1997

KRR I S R R O S R R O R

Attri butes:

b -

o
CU)"DD‘gD_O
1

bl ack box (unknown)

al | ows boundary optim zation
dont touch

map_only

hi er ar chi cal

nonconbi nati ona

renmovabl e

synt heti c operator

cont ai ns unnmapped | ogi c

Ref erence Li brary Unit Area

| ca500kv 2. 000000
| ca500kv 6. 000000

Count

106

Total Area

2. 000000
636. 000000

85

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

Attributes

Total 2 references

1

638. 000000



desi gn_anal yzer>
R S Sk R R I S b S Rk S S Rk
Report : timng
-path full
- del ay nax
-max_paths 1
Design : nem stage
Version: v3.4a
Dat e : Sat May 3 17:56:26 1997

ER R R R R I R R R O b O T

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed

Desi gn Wre Loadi ng Model Li brary

nmem st age B1X1 | ca500kv

Startpoint: wb_| oaddata_d[ 0]
(i nput port)
Endpoi nt: wb_I| oaddat a_qg_r eg[ 0]
(rising edge-triggered flip-flop clocked by cl ock)
Pat h Group: cl ock
Path Type: max

Poi nt I ncr Pat h
clock (input port clock) (rise edge) 0. 00 0. 00
i nput external delay 13. 80 13.80 f
wb_| oaddata_d[ 0] (in) 0. 00 13.80 f
wb_| oaddata_qg_reg[0]/D (FD1Q 0. 00 13.80 f
data arrival tine 13. 80

(Path is unconstrained)



WB

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkhhkhkhkhkhkkhkrkk krkk**x

Report

Design :

area
wb_st age

Ver si on: v3.4a
Sat May 3 18:21:43 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkk**x

Dat e

Li brary(s) Used:

| ca500kv (File:

Nurrber
Nurrber
Nurrber
Nurrber

Conbi nat i onal
Noncombi nat i onal

of ports:
of nets:
of cells:

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

of references:

ar ea:
ar ea:

Net | nterconnect area:

Total cell area
Total area:

133
138
38
7

139. 000000
0. 000000
115. 248398

139. 000000
254. 248398

khkkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhhkhkhkhkhkkhkrkk krkk**x

1

desi gn_anal yzer >
Report reference
Design : wb_stage

Ver si on: v3. 4a
Sat May 3 18:21:48 1997

KRR I S R R O S S R R O R

Dat e

Attributes:
bl ack box (unknown)

b -

Unit Area

Total Area

87

Attributes

2. 000000
2. 000000
4. 000000
3. 000000

bo - allows boundary optimn zation

d - dont touch

no - map_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unmapped | ogic
Ref er ence Li brary
AN2 | ca500kv
AQ21 | ca500kv
AQ222 | ca500kv
BUF5 | ca500kv
| VAP | ca500kv

2. 000000

2. 000000
2. 000000
128. 000000
3. 000000
2. 000000



| VP | ca500kv 1. 000000
NR2 | ca500kv 1. 000000

1. 000000
1. 000000

88

Total 7 references
1
desi gn_anal yzer>
R S Sk R Ik S b S S S Rk S S
Report : timng
-path full
- del ay nax
-max_paths 1
Design : wb_stage
Version: v3.4a
Dat e : Sat May 3 18:21:54 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed

Desi gn Wre Loadi ng Model Li brary

wb_st age BO. 5X0. 5 | ca500kv

Startpoint: wb_decode_q[ 0]
(i nput port)
Endpoi nt: gpr_witedata[ 31]
(out put port)
Pat h Group: (none)
Path Type: max

Poi nt I ncr
i nput external delay 0. 00
wb_decode_q[ 0] (in) 0. 00
Ul2/ z (AQ21) 0.43
Ull/ z (I VAP) 0.50
U46/ Z (NR2) 0.25
Ul0/ Z ( BUF5) 0.81
Ul3/ Z (ADR22) 0.54
gpr_writedatal 31] (out) 0. 00

data arrival tine

(Path is unconstrained)

139. 000000



89

The Modified PC Incrementer Logic

khkkkhkhkkhkhkhhkhkhhkhkhkhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkkx**x

Report : area

Design : incrementer
Version: v3.4a
Dat e : Sun Apr 20 23:32:37 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

Li brary(s) Used:

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nurmber of ports: 65
Nunber of nets: 115
Nurmber of cells: 46
Nurmmber of references: 18
Conbi nati onal area: 223. 000000
Nonconbi nati onal area: 0. 000000
Net | nterconnect area: 106. 420853
Total cell area: 223. 000000
Total area: 329. 420837
1

desi gn_anal yzer >

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

Report : reference

Design : increnenter
Version: v3.4a
Dat e © Sun Apr 20 23:32:38 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

Attributes:
b - black box (unknown)

bo - all ows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unmapped | ogic
Ref erence Li brary Unit Area  Count Total Area Attributes
EO | ca500kv 3. 000000 25 75. 000000
HAl | ca500kv 5. 000000 5 25. 000000 r
addl 3. 000000 1 3. 000000 h
add_0 6. 000000 1 6. 000000 h
add_1 6. 000000 1 6. 000000 h



add_2
add_3

cl adder 2
cl adder3_0
cl adder3_1
cl adder 3_2
cl adder 3_3
cl adder3_4
cl adder3_5
cl adder 4
cl adder 5
cl adder 6
cl adder 7

=

[
NURNODOOWOOOONOD®

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

PR RPRPRRREPRPRRERPRERERE

=

[
NURNODOOOO©OONOD®

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

jum piien pien Hen i B iun s Hen B Ha s N 3

90

Total 18 references

1

desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng
-path full
- del ay nax
-max_paths 1
Design : incrementer

Ver sion: v3.4a
Dat e : Sun Apr

20 23:32:38 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM
Wre Loadi ng Mbdel Mode: encl osed

i ncrement er
addil

add_3
add_2
add_1
add_0

cl adder 6
cl adder 4
cl adder5
cl adder 2
cl adder3_5
cl adder3_4
cl adder 3_3
cl adder3_2
cl adder3_1
cl adder7
cl adder3_0

St art point:

Li brary:

Wre Loadi ng Model

inl[1] (i nput

8
ol
U1 o101 010101 O1O1TO1TO1TO1TO1O1O1O1O1 Ol

port)

| ca500kv

Li brary

| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv

. 000000



Endpoi nt: out[27] (output port)
Pat h Group: (none)
Pat h Type: max

Poi nt I ncr Pat h

i nput external delay 0. 00 0.00 r
inl[ 1] (in) 0. 00 0.00 r
U7/ S (HAL) 0.41 0.41 f
ri1/p[1] (cl adder6) 0. 00 0.41 f
r11/uUll/ z (AQ21) 0. 38 0.79 f
r11/uUl2/ z (AQ21) 0. 30 1.09 f
r11/Us/ z (AQ21) 0.42 1.51 f
rll/go (cl adder6) 0. 00 1.51 f
r3/9[ 0] (cladderb5) 0. 00 1.51 f
r3/Ull/ Z (AN2) 0.19 1.70 f
r3/U8/z (ACB) 0.22 1.92 r
r3/UL2/ z (1V) 0.13 2.05 f
r3/go (cl adderb5) 0. 00 2.05 f
rl/g (cl adder7) 0. 00 2.05 f
ri/ U2/ z (OR2) 0. 33 2.38 f
ril/ cout (cladder?7) 0. 00 2.38 f
r2/cin (cladder3_5) 0. 00 2.38 f
r2/Url Z (AN2P) 0. 24 2.62 f
r2/ U8/ Z (AN2P) 0.23 2.85 f
r2/cout[1l] (cladder3_5) 0. 00 2.85 f
r5/cin (cladder3_3) 0. 00 2.85 f
r5/ U7l Z (AN2P) 0.21 3.07 f
r5/ U8/ Z (AN2P) 0.21 3.28 f
r5/ U5/ Z (AN2) 0. 20 3.48 f
r5/cout[2] (cladder3_3) 0. 00 3.48 f
Ule/ Zz (EO 0.29 3.77 r
out[27] (out) 0. 00 3.77 r
data arrival tine 3.77

(Path is unconstrained)



92

The Guard Mask Decoder for GUARDBOTH Instructions

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkhhkhkhkhkhkkhkrkk krkk**x

Report : area

Desi gn : guarddec

Version: v3.4a

Dat e : Mon Apr 14 00:42: 03 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkk**x

Li brary(s) Used:

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nunber of ports: 11
Nunber of nets: 19
Nurmber of cells: 14
Nurmber of references: 11
Conbi nati onal area: 25. 000000
Noncombi nati onal area: 36. 000000
Net | nterconnect area: 20. 107166
Total cell area: 61. 000000
Total area: 81.107166
1

desi gn_anal yzer >
khkkkhkhkhkkhkhhkkkhhhkkhkhhkkkhhhkhkhhhkk hhxkhkdhkkk,hxkk,*x*x%
Report : timng

-path full

-del ay max

-max_paths 1
Desi gn : guarddec
Version: v3.4a
Dat e : Mon Apr 14 00:42: 03 1997

KRR I S R R O S S R R O R

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Modde: encl osed

Desi gn W re Loadi ng Model Li brary

guar ddec BO. 5X0. 5 | ca500kv

Startpoint: in[0] (input port)
Endpoint: tf[2] (output port)
Pat h Group: (none)

Path Type: nax



i nput external delay
in[0] (in)

u26/ 2 (I VP)

U20/ Z (AQ21N)
U19/ Z ( ND2)

U25/ 2 (AQ2)

U1l5/ Z ( AQTY)

U21/Z (NNR2)
UL7/Z ( ACB)

tf[2] (out)

data arrival tine

(Path is unconstrained)

©cooooo0o0000

.00

00
07
29
17
23
26
19
11

.00

PRPPPPOOOOOO

= = —=h —h = —h = = —h —h

93



TheHardware Added to The EX Stage

khkkkhkhkkhkhkhhkhkhhkhkhkhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkkx**x

Report

Design :

area
addi ti on

Ver si on: v3. 4a
Sun Apr 20 20:28:52 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

Dat e

Li brary(s) Used:

| ca500kv (File:

Nurber
Nurber
Nurber
Nurber

Conbi nat i onal
Noncombi nat i onal

of ports:
of nets:
of cells:

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

of references:

ar ea:
ar ea:

Net | nterconnect area:

Total cell area
Total area:

131
160

77
15

000000

. 000000

604675

000000
604675

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

1

desi gn_anal yzer >
Report reference
Design : addition

Ver si on: v3.4a
Sun Apr 20 20:28:52 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

Dat e

Attributes:
bl ack box (unknown)

b -

Unit Area

2. 000000
2. 000000
3. 000000
2. 000000

bo - all ows boundary optimn zation

d - dont touch

no - map_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unmapped | ogic
Ref er ence Li brary
AN2 | ca500kv
A2 | ca500kv
AQ22P | ca500kv
BUF4 | ca500kv
ENP | ca500kv

4. 000000

Total Area

20. 000000
24. 000000
36. 000000
4. 000000
4. 000000

94

Attributes



EO | ca500kv 3
IV | ca500kv 1
I VA | ca500kv 1
| VP | ca500kv 1
ND2 | ca500kv 1
ND2P | ca500kv 2
ND8 | ca500kv 6
NNR2 | ca500kv 2
NR2 | ca500kv 1
NR4 | ca500kv 2

[
ORPRNONNWREW

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

95

Total 15 references

1

desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S

Report timng
-path full
- del ay nax
-max_paths 1
Design : addition

Ver sion: v3.4a
Dat e : Sun Apr 20 20:28:52 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM

Li brary:

Wre Loadi ng Mbdel Mode: encl osed

addi tion

Wre Loadi ng Model

BO. 5X0. 5

Startpoint: alu_A[ 28] (input port)
Endpoi nt: cond[ 11] (output port)
Pat h Group: (none)

Pat h Type: max

. 000000

i nput external delay
alu_A[ 28] (in)
U61/Z (NR4)

Ur1l/ Z ( ND8)

U69/ Z (NNR2)
U26/ Z ( BUF4)
Ur0/ Z (NR2)

U25/Z (BUF4)
us2/ Zz (AQR)

U28/ Z ( ND2)

cond[ 11] (out)
data arrival tine

. 000000 1
. 000000 1
. 000000 1
. 000000 13
. 000000 12
. 000000 1
. 000000 1
. 000000 1
. 000000 1
. 000000 8
| ca500kv
Li brary
| ca500kv

I ncr

0. 00

0. 00

0.54

0.63

0.19

0. 36

0.18

0. 39

0.23

0. 09

0. 00



(Path is unconstrained)
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One’s Position Detector Circuit

KRR I S R R I S S R R O R

Report : area

Desi gn : onepos

Version: v3.4a

Dat e : Mon Apr 14 02:13:08 1997

KRR I S R R I S S R R O R

Li brary(s) Used:

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nurmber of ports: 8
Nunber of nets: 9
Nurmber of cells: 5
Nurmmber of references: 4
Conbi nati onal area: 8. 000000
Noncombi nati onal area: 0. 000000
Net | nterconnect area: 7.356280
Total cell area: 8. 000000
Total area: 15. 356280

1
desi gn_anal yzer >
khkkkhhkhkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkk dhhxkhkhhkxk,hxkk,*x*x%
Report : timng
-path full
-del ay nmax
-max_paths 1
Desi gn : onepos
Version: v3.4a
Dat e : Mon Apr 14 02:13:08 1997

KRR I S R R I S S R R O R

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Modde: encl osed

Desi gn W re Loadi ng Model Li brary

onepos BO. 5X0. 5 | ca500kv

Startpoint: ins[2] (input port)
Endpoi nt: outs[3] (output port)
Pat h Group: (none)

Path Type: nax



i nput external delay
ins[2] (in)

W/ Z ( NR4)

outs[ 3] (out)

data arrival tine

(Path is unconstrained)

0. 00
0. 00
0.41
0. 00
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The Shift Register Design

KRR S S R R S S S R R O S

Report : area

Design : shiftreg

Version: v3.4a

Dat e © Sun Apr 20 22:54:42 1997

khkkkhkhkkhkhkhhkhkhhhkhhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk rkk**x

Li brary(s) Used:

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nunber of ports: 73
Nunber of nets: 337
Nurmber of cells: 276
Nurmber of references: 35
Conbi nati onal area: 436. 000000
Nonconbi nati onal area: 126. 000000
Net | nterconnect area: 412. 438477
Total cell area: 562. 000000
Total area: 974. 438477
1

desi gn_anal yzer >
khkkkhkhkhkkhkhhkkkhhhkkhkhhkkkhhhkhkhhhkk hhxkhkdhkkk,hxkk,*x*x%
Report : reference

Design : shiftreg

Version: v3.4a

Dat e © Sun Apr 20 22:54:42 1997

KRR I S R R O S S R R O R

Attributes:
b - black box (unknown)

Total Area

4. 000000
4. 000000
10. 000000
58. 000000
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Attributes

bo - allows boundary optimn zation

d - dont touch

no - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
AN2P | ca500kv 2. 000000
AN3 | ca500kv 2. 000000
ACL | ca500kv 2. 000000
A2 | ca500kv 2. 000000
AC3 | ca500kv 2. 000000

72.000000
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. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

. 000000
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A | ca500kv 2. 000000 2
ACS | ca500kv 2. 000000 5
AO7 | ca500kv 2. 000000 1
AO7P | ca500kv 3. 000000 1
AOL1 | ca500kv 5. 000000 1
AC21 | ca500kv 2. 000000 1
ACQ21N | ca500kv 2. 000000 17
AQ22P | ca500kv 3. 000000 1
AC211 | ca500kv 3. 000000 1
ACR22 | ca500kv 4. 000000 1
BUF1 | ca500kv 1. 000000 2
BUF4 | ca500kv 2. 000000 4
ECL | ca500kv 3. 000000 2
FD1Q | ca500kv 6. 000000 21
IV | ca500kv 1. 000000 36
I VA | ca500kv 1. 000000 22
| VP | ca500kv 1. 000000 4
ND2 | ca500kv 1. 000000 27
ND2P | ca500kv 2. 000000 2
ND3 | ca500kv 2. 000000 2
ND3P | ca500kv 3. 000000 1
ND4 | ca500kv 2. 000000 2
NNR2 | ca500kv 2. 000000 2
NR2 | ca500kv 1. 000000 29
NR2P | ca500kv 2. 000000 1
NR4 | ca500kv 2. 000000 4
QA222 | ca500kv 4. 000000 2
OR3 | ca500kv 2. 000000 2
Or4 | ca500kv 3. 000000 1
onepos 8. 000000 5
Total 35 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng

-path full

- del ay nax

-max_paths 1
Design : shiftreg
Version: v3.4a
Dat e © Sun Apr 20 22:54:43 1997
R S Sk R R I S b S S Rk S S S
Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed
Desi gn Wre Loadi ng Model Li brary
shiftreg B1X1 | ca500kv

onepos BO. 5X0. 5 | ca500kv
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Startpoint: wite (input port)
Endpoi nt: count[1] (output port)
Pat h Group: (none)

Pat h Type: max

Poi nt I ncr Pat h

i nput external delay 0. 00 0.00 r
write (in) 0. 00 0.00 r
U265/ Z (1 VA) 0. 65 0.65 f
U159/ Z (NR2) 0.25 0.90 r
U145/ Z (ACQ21N) 0. 40 1.30 r
U291/ z2 (1V) 0.23 1.53 f
U119/ Z (NR4) 0.52 2.05r
Ur5/ Z (BUF1) 0. 38 2.43 r
U269/ Z (1V) 0.23 2.66 f
Ul76/ Z (NR2) 0.19 2.85r
U120/ Z (ND4) 0. 49 3.34 f
Ul21/Z (NR4) 0. 36 3.70 r
Ur6/ Z (BUF1) 0.43 4.14 r
Us9/ Z ( ND4) 0. 27 4.41 f
ur7/z (1V) 0. 38 4.79 r
U180/ Z (AC22P) 0.43 5.22 r
U122/ z (AOL) 0. 20 5.42 f
U79/ Z ( ND3P) 0. 38 5.80 r
count[1] (out) 0. 00 5.80 r
data arrival tine 5. 80

(Path is unconstrained)
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Appendix 3
Synthesis Results
of the

Out-Of-Order Pipelined Architecture

The synthesis outputs of all the stages and the new hardware introduced are given.
<stage_name>_before correspondsto the stage before the integration of GUARD type instruc-
tionswhile <stage name>_after corresponds to the stage after the integration of GUARD type

instructions.



|F_before

KRR I S R R O S S R R O b

Report : area

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 11:17:40 1997

KRR I S R R O S S R R O R

Li brary(s) Used:
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| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nunber of ports: 221
Nunber of nets: 687
Nunber of cells: 408
Nunber of references: 15
Conbi nati onal area: 502. 000000
Nonconbi nati onal area: 1226. 000000
Net | nterconnect area: 623. 703430
Total cell area: 1728. 000000
Total area: 2351. 703369
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 11:17:40 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
ACG | ca500kv 2. 000000
B1A | ca500kv 3. 000000
BUF5 | ca500kv 3. 000000
FD1Q | ca500kv 6. 000000

FD1SLQ | ca500kv 10. 000000

Total Area Attributes

1 2. 000000
3 9. 000000
1 3. 000000
1 6. 000000 n
0 300. 000000 n



000000

. 000000
. 000000

000000
000000

. 000000
. 000000
. 000000
. 000000
. 000000

. 000000

n
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FDS2LQ | ca500kv 10. 000000 92
| VA | ca500kv 1. 000000 29
| VAP | ca500kv 2. 000000 1
| VP | ca500kv 1. 000000 122
MUX21L | ca500kv 3. 000000 30
ND2 | ca500kv 1. 000000 2
ND2P | ca500kv 2. 000000 3
NND2 | ca500kv 2. 000000 1
NR2 | ca500kv 1. 000000 91
i ncrenent er 144. 000000 1
Total 15 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng

-path full

- del ay nax

-max_paths 1
Design : pipeline
Version: v3.4a
Dat e : Mon May 12 11:17:41 1997
R S Sk R R I S b S S Rk S S S
Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed
Desi gn Wre Loadi ng Model Li brary
pi pel i ne B2X2 | ca500kv
i ncrenent er BO. 5X0. 5 | ca500kv
i ncrenmenter _DW1 inc_30_0

B0O. 5X0. 5 | ca500kv

Startpoint: btb_hit (input port)
Endpoint: if_pc_qg_reg[O0]

(rising edge-triggered flip-flop cl ocked

Pat h Group: cl ock
Pat h Type: max

by cl ock)

clock (input port clock) (rise edge) 0
i nput external delay 12.
btb_hit (in) 0
u40/ Z ( ND2) 0
U39/ Z (Bl1A) 0.
U254/ 2 (MUX21L) 0
u43s5/ Z (1 VP) 0
U375/ Z (NR2) 0
U465/ Z (NR2) 0

= =h = =—h —h = —h —h
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U130/ Z (1 VP) 0.12 14.54 f
if_pc_qg_reg[0]/TE (FDLSLQ 0. 00 14.54 f
data arrival tine 14. 54

(Path is unconstrained)
1
desi gn_anal yzer>



|F_after

KRR I S R R O S S R R O b

Report : area

Design : pipeline

Version: v3.4a

Dat e : Tue May 13 00: 13: 24 1997

KRR I S R R O S S R R O R

Li brary(s) Used:

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nunber of ports: 226
Nunber of nets: 479
Nurmber of cells: 347
Nunber of references: 14
Conbi nati onal area: 776. 000000
Nonconbi nati onal area: 738. 000000
Net | nterconnect area: 645. 855896
Total cell area: 1514. 000000
Total area: 2159. 855957
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Design : pipeline

Version: v3.4a

Dat e : Tue May 13 00: 13: 24 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)

Total Area

106

Attributes

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref erence Li brary Unit Area
A2 | ca500kv 2. 000000
AC3 | ca500kv 2. 000000
AC6 | ca500kv 2. 000000
AQ21N | ca500kv 2. 000000
AQ22P | ca500kv 3. 000000

60. 000000
60. 000000
2. 000000
2. 000000
276. 000000



B1A | ca500kv 3. 000000 2
BUF4 | ca500kv 2.000000 2
FD1Q | ca500kv 6. 000000 123
IV | ca500kv 1. 000000 29
| VAP | ca500kv 2.000000 1
| VP | ca500kv 1. 000000 1
ND2 | ca500kv 1. 000000 31
NR2 | ca500kv 1. 000000 3
i ncrement er 300. 000000 1

7

6.
4,
38.

000000
000000
000000

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
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Total 14 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng
-path full
- del ay nax
-max_paths 1
Design : pipeline
Version: v3.4a
Dat e : Tue May 13 00: 13: 25 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed

Desi gn Wre Loadi ng Model Li brary
pi pel i ne B1X1 | ca500kv
i ncrenent er BO. 5X0. 5 | ca500kv
i ncrenmenter _DW1 inc_30_0

B0O. 5X0. 5 | ca500kv
i ncrenmenter _DW1 add_30_0

B0O. 5X0. 5 | ca500kv

Startpoint: btb_hit (input port)
Endpoint: if_pc_qg_reg[O0]
(rising edge-triggered flip-flop cl ocked
Pat h Group: cl ock
Pat h Type: max

. 000000

by cl ock)

Poi nt I ncr
clock (input port clock) (rise edge) 0. 00
i nput external delay 12.70
btb_hit (in) 0. 00
Url/ z (AR1N) 0.22
U34/ zZ (BUF4) 0.70
U33/ Z (ND2) 0. 39
Us2/ z (I VAP) 0.51
U224/ Z (ND2) 0.25

—- = = =S = = =
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ue8/ Z ( ACB) 0.18 14.95 r
if_pc_qg_reg[0]/D (FDLQ 0. 00 14.95 r
data arrival tinme 14. 95

(Path is unconstrained)

1
desi gn_anal yzer>



|D_before

KRR I S R R O S S R R O b

Report : area

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 13:27:18 1997

KRR I S R R O S S R R O R

Li brary(s) Used:
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| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nurmber of ports: 363
Nunber of nets: 219
Nurmber of cells: 14
Nurmber of references: 6
Conbi nati onal area: 333. 000000
Noncombi nati onal area: 0. 000000
Net | nterconnect area: 248. 151855
Total cell area: 333. 000000
Total area: 581. 151855
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 13:27:18 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)

Total Area Attributes

10. 000000
1. 000000
1. 000000

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
A2 | ca500kv 2. 000000
IV | ca500kv 1. 000000
| VP | ca500kv 1. 000000
ND2 | ca500kv 1. 000000

adder 207. 000000

5. 000000
207. 000000 h



decoder 109. 000000 1 109. 000000 h
Total 6 references 333. 000000
1

desi gn_anal yzer>
Rk S Sk R I S S S S Rk S S S S Rk
Report : timng
-path full
- del ay nax
-max_paths 1
Design : pipeline
Version: v3.4a
Dat e : Mon May 12 13:27:19 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed

Desi gn Wre Loadi ng Model Li brary
pi pel i ne BO. 5X0. 5 | ca500kv
decoder BO. 5X0. 5 | ca500kv
adder BO. 5X0. 5 | ca500kv
adder DW1 add_30_0 BO. 5X0. 5 | ca500kv

Startpoint: id_pc_qg[1l] (input port)
Endpoi nt: pc_pl us_di sp[ 29]
(out put port)
Pat h Group: (none)
Path Type: max

Poi nt I ncr Pat h

i nput external delay 0. 00 0.00 f
id_pc_qg[1l] (in) 0. 00 0.00 f
u3/inl[1] (adder) 0. 00 0.00 f
u3/ add_8/ A[ 1] (adder_DwW1_add_30_0) 0. 00 0.00 f
u3/add_8/Ul_1/ CO (FA1A) 0.63 0.63 f
u3/add_8/ Ul_2/ CO (FA1A) 0.31 0.94 f
u3/add_8/ Ul_3/ CO (FA1A) 0.31 1.25 f
u3/ add_8/ Ul_4/ CO (FA1A) 0.31 1.56 f
u3/ add_8/ Ul_5/ CO ( FA1A) 0.31 1.87 f
u3/add_8/ Ul_6/ CO ( FA1A) 0.31 2.18 f
u3/add_8/Ul_7/ CO (FA1A) 0.31 2.49 f
u3/add_8/ Ul_8/ CO (FA1A) 0.31 2.80 f
u3/ add_8/ Ul_9/ CO ( FA1A) 0.31 3.11 f
u3/add_8/Ul_10/ CO (FA1A) 0.31 3.43 f
u3/add_8/Ul_11/ CO (FA1A) 0.31 3.74 f
u3/add_8/Ul_12/ CO (FA1A) 0.31 4.05 f
u3/add_8/Ul_13/ CO (FA1A) 0.31 4.36 f
u3/ add_8/ Ul_14/ CO (FA1A) 0.31 4.67 f



u3/ add_8/ Ul_15/ CO ( FA1lA) 0.31 4.98 f
u3/add_8/Ul_16/ CO (FA1lA) 0.31 5.29 f
u3/add_8/Ul_17/ CO (FA1lA) 0.31 5.60 f
u3/add_8/Ul_18/ CO ( FA1lA) 0.31 5.91 f
u3/add_8/Ul_19/ CO ( FA1A) 0.31 6.22 f
u3/ add_8/ Ul_20/ CO ( FA1A) 0.31 6.53 f
u3/add_8/Ul_21/ CO (FA1A) 0.31 6.84 f
u3/ add_8/ Ul_22/ CO (FA1A) 0.31 7.15 f
u3/ add_8/ Ul_23/ CO (FA1lA) 0.31 7.46 f
u3/ add_8/ Ul_24/ CO (FA1A) 0.31 7.77 f
u3/ add_8/ Ul_25/ CO (FA1lA) 0.31 8.08 f
u3/ add_8/ Ul_26/ CO (FA1A) 0.31 8.39 f
u3/add_8/Ul_27/ CO (FA1lA) 0.31 8.70 f
u3/ add_8/ Ul_28/ CO (FA1A) 0. 33 9.03 f
u3/add_8/Ul_29/ Z (EGC3P) 0.23 9.26 r
u3/ add_8/ SUM 29] (adder_DW1_add_30_0) 0. 00 9.26 r
u3/out[29] (adder) 0. 00 9.26 r
pc_pl us_di sp[29] (out) 0. 00 9.27 r
data arrival tine 9. 27

(Path is unconstrained)

1
desi gn_anal yzer>



|D_after

KRR I S R R O S S R R O b

Report : area

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 13:30: 34 1997

KRR I S R R O S S R R O R

Li brary(s) Used:
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| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nurmber of ports: 363
Nunber of nets: 219
Nunber of cells: 14
Nurmber of references: 6
Conbi nati onal area: 344. 000000
Nonconbi nati onal area: 0. 000000
Net | nterconnect area: 256. 488983
Total cell area: 344. 000000
Total area: 600. 489014
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 13:30: 34 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)

Total Area Attributes

10. 000000
1. 000000
1. 000000
5. 000000

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref er ence Li brary Unit Area  Count
A2 | ca500kv 2. 000000
IV | ca500kv 1. 000000
| VP | ca500kv 1. 000000
ND2 | ca500kv 1. 000000
adder 207. 000000

207. 000000 h



decoder 120. 000000 1 120. 000000 h
Total 6 references 344. 000000
1

desi gn_anal yzer>
Rk S Sk R I S S S S Rk S S S S Rk
Report : timng
-path full
- del ay nax
-max_paths 1
Design : pipeline
Version: v3.4a
Dat e : Mon May 12 13:30:35 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed

Desi gn Wre Loadi ng Model Li brary
pi pel i ne BO. 5X0. 5 | ca500kv
decoder BO. 5X0. 5 | ca500kv
adder BO. 5X0. 5 | ca500kv
adder DW1 add_30_0 BO. 5X0. 5 | ca500kv

Startpoint: id_pc_qg[1l] (input port)
Endpoi nt: pc_pl us_di sp[ 29]
(out put port)
Pat h Group: (none)
Path Type: max

Poi nt I ncr Pat h

i nput external delay 0. 00 0.00 f
id_pc_qg[1l] (in) 0. 00 0.00 f
u3/inl[1] (adder) 0. 00 0.00 f
u3/ add_8/ A[ 1] (adder_DwW1_add_30_0) 0. 00 0.00 f
u3/add_8/Ul_1/ CO (FA1A) 0.63 0.63 f
u3/add_8/ Ul_2/ CO (FA1A) 0.31 0.94 f
u3/add_8/ Ul_3/ CO (FA1A) 0.31 1.25 f
u3/ add_8/ Ul_4/ CO (FA1A) 0.31 1.56 f
u3/ add_8/ Ul_5/ CO ( FA1A) 0.31 1.87 f
u3/add_8/ Ul_6/ CO ( FA1A) 0.31 2.18 f
u3/add_8/Ul_7/ CO (FA1A) 0.31 2.49 f
u3/add_8/ Ul_8/ CO (FA1A) 0.31 2.80 f
u3/ add_8/ Ul_9/ CO ( FA1A) 0.31 3.11 f
u3/add_8/Ul_10/ CO (FA1A) 0.31 3.43 f
u3/add_8/Ul_11/ CO (FA1A) 0.31 3.74 f
u3/add_8/Ul_12/ CO (FA1A) 0.31 4.05 f
u3/add_8/Ul_13/ CO (FA1A) 0.31 4.36 f
u3/ add_8/ Ul_14/ CO (FA1A) 0.31 4.67 f



u3/ add_8/ Ul_15/ CO ( FA1lA) 0.31 4.98 f
u3/add_8/Ul_16/ CO (FA1lA) 0.31 5.29 f
u3/add_8/Ul_17/ CO (FA1lA) 0.31 5.60 f
u3/add_8/Ul_18/ CO ( FA1lA) 0.31 5.91 f
u3/add_8/Ul_19/ CO ( FA1A) 0.31 6.22 f
u3/ add_8/ Ul_20/ CO ( FA1A) 0.31 6.53 f
u3/add_8/Ul_21/ CO (FA1A) 0.31 6.84 f
u3/ add_8/ Ul_22/ CO (FA1A) 0.31 7.15 f
u3/ add_8/ Ul_23/ CO (FA1lA) 0.31 7.46 f
u3/ add_8/ Ul_24/ CO (FA1A) 0.31 7.77 f
u3/ add_8/ Ul_25/ CO (FA1lA) 0.31 8.08 f
u3/ add_8/ Ul_26/ CO (FA1A) 0.31 8.39 f
u3/add_8/Ul_27/ CO (FA1lA) 0.31 8.70 f
u3/ add_8/ Ul_28/ CO (FA1A) 0. 33 9.03 f
u3/add_8/Ul_29/ Z (EGC3P) 0.23 9.26 r
u3/ add_8/ SUM 29] (adder_DW1_add_30_0) 0. 00 9.26 r
u3/out[29] (adder) 0. 00 9.26 r
pc_pl us_di sp[29] (out) 0. 00 9.27 r
data arrival tine 9. 27

(Path is unconstrained)

1
desi gn_anal yzer>



| S before

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkhhkhkhkhkhkkhkrkk krkk**x

Report

Design :

ar ea
rob

Ver si on: v3.4a
Tue May 13 22:54:33 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkk**x

Dat e

Li brary(s) Used:

| ca500kv (File:

Nurrber
Nurrber
Nurrber
Nurrber

Conbi nat i onal
Noncombi nat i onal
Net | nterconnect area:

of ports:
of nets:
of cells:

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

of references:

Total cell area
Total area:

ar ea:
ar ea:

521
20947
21909

18

35045. 000000

10908. 000000
20096. 010986

45953. 000000
66049. 010742

khkkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhhkhkhkhkhkkhkrkk krkk**x

1

desi gn_anal yzer >
Report reference
Design : rob

Ver si on: v3. 4a
Tue May 13 22:54:33 1997

KRR I S R R O S S R R O R

Dat e

Attributes:
bl ack box (unknown)

b -

Unit Area

Count

Total Area

115

Attributes

2. 000000
2. 000000
2. 000000
2. 000000

bo - allows boundary optimn zation
d - dont touch
no - map_only
h - hierarchical
n - nonconbi nati ona
r - renovabl e
S - synthetic operator
u - contains unmapped | ogic
Ref er ence Li brary
AN2 | ca500kv
AN3 | ca500kv
A2 | ca500kv
AG3 | ca500kv
AQ222 | ca500kv

4. 000000

666. 000000
692. 000000
1006. 000000
1072. 000000
2252. 000000



. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

. 000000
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B4l | ca500kv 2. 000000 434
BUF4 | ca500kv 2. 000000 314
BUF5 | ca500kv 3. 000000 346
EN | ca500kv 3. 000000 686
EO | ca500kv 3. 000000 1586
FD1Q | ca500kv 6. 000000 1818
| VAP | ca500kv 2. 000000 501
| VP | ca500kv 1. 000000 3323
ND2 | ca500kv 1. 000000 4703
ND4 | ca500kv 2. 000000 2979
NND2 | ca500kv 2. 000000 1349
NR2 | ca500kv 1. 000000 855
NR4 | ca500kv 2. 000000 734
Total 18 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report timng
-path full
- del ay nax
-max_paths 1
Design : rob
Version: v3.4a
Dat e : Tue May 13 22:54: 33 1997
R S Sk R R I S b S S Rk S S S
Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed
Desi gn Wre Loadi ng Model Li brary
rob B2X2 | ca500kv
Startpoint: instr_in[0] (input port)
Endpoi nt: gpr_witedata[ 31] (output port)
Pat h Group: (none)
Pat h Type: max
Poi nt I ncr
U222/ Z (EN) 0.35
U153/ Z (AN3) 0.29
U143/ Z (ND4) 0. 56
Uso/ zZ (B4l) 0.71
Ul54/ Z (NR4) 0. 36
Ul44/ Z (ND4) 0. 33
41/ z (I VAP) 0. 83
U33/Z (NR2) 0. 26
U36/ Z ( BUF4) 0. 44
Ul47/ Z ( NND2) 0. 20
u42/ 2 (BUF5) 0.78

ORRPLOLONNEROO

— = = N —h = =k = —h = =



Ur7/ 2z (AGB)
Usl/ Z ( ND2)
U23/ Z (NR4)
Us4/ zZ (1 VAP)
U212/ 7z (ACR22)
u442/ 2 (EO
u423/Z (EN)
U26/ Z ( BUF4)
U773/ Z (AN3)
U163/ Z (1 VAP)
U140/ Z (ND4)
U327/ Z (ND4)
U322/ Z (ND2)
U362/ Z ( BUF4)
Ul2/ z (I VAP)
Ul21/Z (NR4)
U342/ Z ( AN3)
U411/ Zz ( BUF4)
U35/ Z (AMB)
U422/ Z ( BUF5)
U386/ Z (EO
U264/ zZ (1VP)
U426/ Z ( NND2)
U312/ Zz ( BUF5)
uss/ Zz (AMB)
U21/ Z ( ND2)
Ul4/ Z (NR4)
Us2/Z (I VAP)
gpr_writedatal 31] (out)
data arrival tine

(Path is unconstrained)

OCO0000000000000000000000000000

.31

25
48
50
58
43
38
44
28
67
72
68
32
51
82
55
37
42
36
88
56
62
32
84
38
27
49
61
68

©®XPONNO OO0

—h = =h = =h = =h —h = —h = —h = —h —h = —h = —h = —h —h —h = —h = —h = =
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| S after

khkkkhkhkkhkhkhhkhkhhkhkhkhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkkx**x

Report

Design :

ar ea
rob

Ver si on: v3. 4a
Tue May 13 22:55:43 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

Dat e

Li brary(s) Used:

| ca500kv (File:

Nurber
Nurber
Nurber
Nurber

Conbi nat i onal
Noncombi nat i onal
Net | nterconnect area:

of ports:
of nets:
of cells:

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

of references:

Total cell area
Total area:

ar ea:
ar ea:

526
21636
23226

28

44245. 000000

11082. 000000
21446. 494012

55327. 000000
76773. 494012

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

1

desi gn_anal yzer >
Report reference
Design : rob

Ver si on: v3.4a
Tue May 13 22:55:43 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhkhkkhkhkhkhkhkkhkrkk krkk**x

Dat e

Attributes:
bl ack box (unknown)

b -

Unit Area

Count

Total Area
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Attributes

2. 000000
2. 000000
2. 000000
2. 000000

bo - all ows boundary optimn zation
d - dont touch
no - map_only
h - hierarchical
n - nonconbi nati ona
r - renovabl e
S - synthetic operator
u - contains unmapped | ogic
Ref er ence Li brary
AN2 | ca500kv
AN3 | ca500kv
A2 | ca500kv
AG3 | ca500kv
AQ222 | ca500kv

4. 000000

648. 000000
684. 000000
902. 000000
964. 000000
2204. 000000



B4l
BUF4
BUF5

EN

EO
FD1Q

| VAP

| VP

ND2

ND4
NND2
NR2

NR4

val ue_gen
guard_O
guard_1
guard_2
guard_3
guard_4
guard_5
guard_6
guard_7
shiftreg

| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv

PNNEPEPNOWWWNDN

. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

jun piien pen en B Bien e e Hiben Mien 3
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Total 28 references

1
desi gn_anal yzer>

ER R S R R R I R R R R O b O S

Report : timng

-path full
- del ay nax
-max_paths 1

Design : rob
Ver sion: v3.4a

Dat e . Tue May 13 22:55:43 1997

ER R S R R R I R R R R O b O S

Operating Conditions: NOM
Wre Loadi ng Mbdel Mode: encl osed

rob

val ue_gen
guard_O
guard_1
guard_2
guard_3
guard_4
guard_5
guard_6
guard_7

Li brary:

Wre Loadi ng Model

o1 o1 o1 o1 OO o1 OOl

. 000000 426
. 000000 307
. 000000 328
. 000000 645
. 000000 1589
. 000000 1818
. 000000 501
. 000000 2947
. 000000 4421
. 000000 2895
. 000000 1349
. 000000 844
. 000000 726
. 000000 1
. 000000 1
. 000000 1
. 000000 1
. 000000 1
. 000000 1
. 000000 1
. 000000 1
. 000000 1
. 000000 1
| ca500kv

Li brary

| ca500kv

| ca500kv

| ca500kv

| ca500kv

| ca500kv

| ca500kv

| ca500kv

| ca500kv

| ca500kv

| ca500kv

. 000000
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shiftreg BO. 5X0. 5 | ca500kv

Startpoint: instr_in[0] (input port)
Endpoi nt: gpr_witedata[ 31] (output port)
Pat h Group: (none)

Pat h Type: max

Poi nt I ncr Pat h

U222/ Z (EN) 0. 33 0.33r
U153/ Z ( AN3) 0.25 0.58 r
U143/ Z (ND4) 0.51 1.09 f
Uso/ zZ (B4l) 0. 68 1.77 r
Ul54/ Z (NR4) 0. 33 2.10 f
Ul44/ Z (ND4) 0. 30 2.40 r
U1/ z (I VAP) 0.81 3.21 f
U33/Z (NR2) 0.23 3.44 r
U36/ Z ( BUF4) 0.54 3.98 r
U147/ Z ( NND2) 0.22 4.20 f
u42/ Z (BUF5) 0. 56 4.76 f
Ur7/ 2z (AGB) 0. 36 5,12 r
Usl/ Z ( ND2) 0.23 5.35r
U23/ Z (NR4) 0.43 5.78 f
Us4/ zZ (1 VAP) 0.54 6.32r
U212/ 72 (ACR22) 0.52 6.84 f
U442/ z (EO 0.41 7.25r
U423/ Z (EN) 0. 33 7.58 f
U26/ Z ( BUF4) 0.54 8.12 f
U73/ Z (AN3) 0. 28 8.40 f
U163/ Z (1 VAP) 0. 63 9.03 r
U140/ Z (ND4) 0. 64 9.67 f
U327/ Z (ND4) 0. 64 10.31 r
U322/ Z (ND2) 0. 33 10.64 f
U362/ Z ( BUF4) 0. 49 11.13 r
Ul2/ z (I VAP) 0. 82 11.95 f
Ul21/Z (NR4) 0.55 12.50 f
U342/ Z ( AN3) 0. 37 12.87 r
U411/ Z ( BUF4) 0. 46 13.33 f
U35/ Z (AMB) 0. 46 13.79 r
U422/ Z ( BUF5) 0.76 14.55 f
U386/ Z (EO 0.59 15.14 r
U264/ zZ (1VP) 0. 62 15.76 f
U426/ Z ( NND2) 0. 49 16.25 f
U312/ Zz ( BUF5) 0.76 17.01 r
uss/ Zz (AMB) 0. 57 17.58 f
U21/ Z ( ND2) 0. 37 17.95 r
Ul4/ Z (NR4) 0. 38 18.33 f
Us2/Z (I VAP) 0.61 18.94 r
u2/val ue_out[9] (guard_O0) 0. 44 19.38 f
gpr_writedatal 31] (out) 0. 68 20.06 f
data arrival tine 20. 06
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(Path is unconstrained)



EX

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkhhkhkhkhkhkkhkrkk krkk**x

Report : area

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 14:13:54 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkk**x

Li brary(s) Used:

122

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nunber of ports: 115
Nunber of nets: 174
Nurmber of cells: 71
Nurmber of references: 2
Conbi nati onal area: 2136. 000000
Noncombi nati onal area: 420. 000000
Net | nterconnect area: 1925. 943115
Total cell area: 2556. 000000
Total area: 4481. 943359
1

desi gn_anal yzer >
khkkkhkhkhkkhkhhkkkhhhkkhkhhkkkhhhkhkhhhkk hhxkhkdhkkk,hxkk,*x*x%
Report : reference

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 14:13:54 1997

KRR I S R R O S S R R O R

Attributes:
b - black box (unknown)
- all ows boundary optim zation
- dont touch
map_only
- hi erarchi cal
- nonconbi nati ona
- renovabl e
- synthetic operator
- contains unmapped | ogic

o
CU)"DD‘gD_O
1

Ref er ence Li brary Unit Area  Count

FD1Q | ca500kv 6. 000000 70
al u 2136. 000000 1

Total 2 references
1

Total Area Attributes

420. 000000 n
2136. 000000 h

2556. 000000



desi gn_anal yzer>
R S Sk R R I S b S Rk S S Rk
Report : timng
-path full
- del ay nax
-max_paths 1
Design : pipeline
Version: v3.4a
Dat e : Mon May 12 14:13:54 1997

ER R R R R I R R R O b O T

Operating Conditions: NOM Library: |ca500kv

Wre Loadi ng Mbdel Mode: encl osed

add_9 BO. 5X0.
add_8 BO. 5X0.
add_7 BO. 5X0.

Desi gn Wre Loadi ng Model
pi pel i ne B2X2
alu B2X2
barrel _shifter B1X1
adder _c B1X1
add_31 B0O. 5X0. 5
add_30 B0O. 5X0. 5
add_29 B0O. 5X0. 5
add_28 B0O. 5X0. 5
add_27 B0O. 5X0. 5
cl adder _9 BO. 5X0. 5
cl adder _8 BO. 5X0. 5
add_26 B0O. 5X0. 5
add_25 B0O. 5X0. 5
add_24 B0O. 5X0. 5
cl adder _7 BO. 5X0. 5
add_23 B0O. 5X0. 5
add_22 B0O. 5X0. 5
cl adder _6 BO. 5X0. 5
add_21 B0O. 5X0. 5
add_20 B0O. 5X0. 5
add_19 B0O. 5X0. 5
add_18 B0O. 5X0. 5
add_17 B0O. 5X0. 5
cl adder _5 BO. 5X0. 5
add_16 B0O. 5X0. 5
add_15 B0O. 5X0. 5
add_14 B0O. 5X0. 5
cl adder _4 BO. 5X0. 5
add_13 B0O. 5X0. 5
add_12 B0O. 5X0. 5
add_11 B0O. 5X0. 5
add_10 B0O. 5X0. 5
cl adder _3 BO. 5X0. 5
5
5
5

Li brary

| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv
| ca500kv

123
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add_6 B0O. 5X0. 5 | ca500kv
cl adder _2 BO. 5X0. 5 | ca500kv
add_5 B0O. 5X0. 5 | ca500kv
add_4 B0O. 5X0. 5 | ca500kv
add_3 B0O. 5X0. 5 | ca500kv
add_2 B0O. 5X0. 5 | ca500kv
cl adder _1 BO. 5X0. 5 | ca500kv
cl adder 1 BO. 5X0. 5 | ca500kv
add_1 B0O. 5X0. 5 | ca500kv
cl adder _0 BO. 5X0. 5 | ca500kv
add_0 B0O. 5X0. 5 | ca500kv

Startpoint: ex_decode_q_reg[ 8]
(rising edge-triggered flip-flop)
Endpoi nt: ex_result_d[ 0]
(out put port)
Pat h Group: (none)
Path Type: max

Poi nt I ncr Pat h

ex_decode_q_reg[ 8]/ CP (FDLQ 0. 00 0.00 r
ex_decode_q_reg[ 8]/ Q (FD1Q 0. 53 0.53 f
r4/control [8] (alu) 0. 00 0.53 f
r4/ U37/ Z (NR2) 0. 20 0.73 r
r4/ U38/ Z (BUF4) 0.55 1.28 r
r4/ U48/ Z (BlA) 0. 84 2.12 f
r4/ Ull7/ Zz (AQ2) 0. 39 2.51r
r4/ u2/ operand2[ 1] (adder_c) 0. 00 2.51r
r4/u2/ U112/ Z (BUF1) 0.41 2.92 r
r4/u2/ Ur3/ Z (EQL) 0. 80 3.72 r
r4/u2/ U39/ Z (NNR2) 0. 36 4.09 f
r4/u2/r11/g[1] (cl adder_7) 0. 00 4.09 f
r4/u2/r11/Ull/Zz (AR1) 0. 28 4,37 f
r4/u2/r11/U12/ 2 (AR1) 0. 30 4.67 f
r4/u2/r11/ U8/ Zz (AC21) 0.43 5.10 f
r4/u2/r11/go (cl adder _7) 0. 00 5.10 f
r4/u2/r3/g[0] (cladder_8) 0. 00 5.10 f
r4/u2/r3/U11/ Z (AQ21) 0. 30 5.40 f
r4/u2/r3/U12/ Z (AC21) 0. 30 5.70 f
r4/u2/r3/ U8/ 2 (AQ21) 0. 38 6.08 f
r4/u2/r3/go (cl adder_8) 0. 00 6.08 f
r4/u2/r1/g[0] (cladderl) 0. 00 6.08 f
r4/u2/r1/ U3/ 2 (AQ21) 0. 38 6.46 f
r4/u2/r1/cout[0] (cladderl) 0. 00 6.46 f
r4/u2/r2/cin (cladder_5) 0. 00 6.46 f
r4/u2/r2/ U6/ Z (AQ21) 0. 40 6.86 f
r4/u2/r2/ U7/ 2 (AQ21) 0. 48 7.34 f
r4/u2/r2/ U9/ 2 (A1) 0. 36 7.70 f
r4/u2/r2/cout[2] (cladder_5) 0. 00 7.70 f
ra/u2/r4/cin (cladder_9) 0. 00 7.70 f



125

r4/u2/r4/ U/ Z (AQ21) 0. 36 8.06 f
r4/u2/ra/ Ur/ Zz (AQ21) 0.43 8.49 f
r4/u2/r4/ W9/ z (A1) 0. 36 8.85 f
r4/u2/r4/cout[2] (cladder_9) 0. 00 8.85 f
r4/u2/r12/cin (add_6) 0. 00 8.85 f
r4/u2/r12/ U3/ Z (ECB) 0. 63 9.48 r
r4/u2/r12/out (add_6) 0. 00 9.48 r
r4/ u2/ neg (adder_c) 0. 00 9.48 r
r4/ U198/ Z (NNR2) 0.29 9.77 r
r4/ U199/ Z (AQ2) 0.22 9.99 f
r4/Us0/ Zz ( AGB) 0.16 10.15 r
rd/result[0] (alu) 0. 00 10.15 r
ex_result_d[ 0] (out) 0. 00 10.15 r
data arrival tine 10. 15

(Path is unconstrained)

1
desi gn_anal yzer>



MEM

KRR I S R R O S S R R O b

Report : area

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 14:29:11 1997

KRR I S R R O S S R R O R

Li brary(s) Used:

126

| ca500kv (File: /p/cad/lsitk-3.0/1ib/synopsys/|ca500k/|ca500kv. db)

Nunber of ports: 197
Nunber of nets: 164
Nurmber of cells: 65
Nunber of references: 1
Conbi nati onal area: 0. 000000
Noncombi nati onal area: 390. 000000
Net | nterconnect area: 111. 815491
Total cell area: 390. 000000
Total area: 501. 815491
1

desi gn_anal yzer >
khkkkhhkkkhkhhkhkkhhhkkhkhhkkkhhhkhkhhhkkhdhxkhkdhkk,hxkk,k*x%
Report : reference

Design : pipeline

Version: v3.4a

Dat e : Mon May 12 14:29:11 1997

KRR I S R R O S R R O R

Attributes:
b - black box (unknown)
- all ows boundary optim zation
- dont touch
map_only
- hi erarchi cal
- nonconbi nati ona
- renovabl e
- synthetic operator
- contains unmapped | ogic

o
CU)"DD‘gD_O
1

Ref erence Li brary Unit Area

Count

Total Area

Attributes

Total 1 references
1
desi gn_anal yzer >

390. 000000
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R S Sk R R I S b S Rk S S Rk
Report : timng
-path full
- del ay nax
-max_paths 1
Design : pipeline
Version: v3.4a
Dat e : Mon May 12 14:29:12 1997

ER R S R R R I R R R R S b O b

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed

Desi gn Wre Loadi ng Model Li brary

pi pel i ne BO. 5X0. 5 | ca500kv

Startpoint: dcache_hit (input port)
Endpoi nt: cache_hit_out
(out put port)
Pat h Group: (none)
Path Type: max

Poi nt I ncr Pat h
i nput external delay 13. 80 13.80 r
dcache_hit (in) 0. 00 13.80 r
cache_hit_out (out) 0. 00 13.80 r
data arrival tine 13. 80

(Path is unconstrained)

1
desi gn_anal yzer>



TheValue Field Generator

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkhhkhkhkhkhkkhkrkk krkk**x

Report

Design :

area
val ue_gen

Ver si on: v3.4a
Wed Apr 30 02:43:24 1997

khkhkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhkhkhkhkhkkhkrkk krkk**x

Dat e

Li brary(s) Used:

| ca500kv (File:

Nurrber
Nurrber
Nurrber
Nurrber

Conbi nat i onal
Noncombi nat i onal

of ports:
of nets:
of cells:

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

of references:

ar ea:
ar ea:

Net | nterconnect area:

Total cell area
Total area:

172
199
46
9

454. 000000
0. 000000
360. 835541

454. 000000
814. 835571

khkkkhkhkkhkhkhhkhkhhkhkhhkhkhkhkhhkhkkhhkhkhkhkhkkhkrkk krkk**x

1

desi gn_anal yzer >
Report reference
Desi gn : val ue_gen

Ver si on: v3. 4a
Wed Apr 30 02:43:25 1997

KRR I S R R O S S R R O R

Dat e

Attributes:
bl ack box (unknown)

b -

Unit Area

Total Area
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Attributes

2. 000000
2. 000000
4. 000000
2. 000000

bo - allows boundary optimn zation

d - dont touch

no - map_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unmapped | ogic
Ref er ence Li brary
A6 | ca500kv
AQ21N | ca500kv
AQ222 | ca500kv
BUF4 | ca500kv
| VP | ca500kv

1. 000000

18. 000000
18. 000000
84. 000000
4. 000000
1. 000000



2. 000000
2. 000000
2. 000000
323. 000000

2. 000000
2. 000000
2. 000000
323. 000000
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NNR2 | ca500kv
NR2P | ca500kv
oA21 | ca500kv
mask_gen

Total 9 references

1

desi gn_anal yzer>
R S Sk R R I S b S Rk S S

454, 000000

Report timng
-path full
- del ay nax
-max_paths 1
Design : val ue_gen
Version: v3.4a
Dat e Wed Apr 30 02:43:25 1997
R S Sk R R I S b S S Rk S S S
Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mode: encl osed
Desi gn Wre Loadi ng Model Li brary
val ue_gen B1X1 | ca500kv
mask_gen BO. 5X0. 5 | ca500kv
guar ddec_3 BO. 5X0. 5 | ca500kv
guar ddec_2 BO. 5X0. 5 | ca500kv
guar ddec_1 BO. 5X0. 5 | ca500kv
guarddec_0O BO. 5X0. 5 | ca500kv
Startpoint: reg_data[ 28]
(i nput port)
Endpoi nt: val ue_out [ 28]
(out put port)
Pat h Group: (none)
Pat h Type:
Poi nt I ncr
i nput external delay 0. 00
reg_datal 28] (in) 0. 00
ri/guard_reg[ 28] (nmask_gen) 0. 00
r1/ Ur6/ Z (NR4) 0.54
r1/ U29/ Z ( ND8P) 0.98
rl/ W7/ zZ (EN 0. 33
rl/ U63/ z (QA21) 0.71
r1/ U30/ Z (ND2) 0. 28
ri/bit_mask[20] (rmask_gen) 0. 00
U23/ 2 (ADR22) 0.52
val ue_out [ 28] (out) 0. 00

data arrival tine

WWWhNMNEREOOOO
(o]
(6]

—h =h —h —h = = —h = —h —h —h
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(Path is unconstrained)

1
desi gn_anal yzer>



The Control Logic

KRR I S R R O S S R R O b

Report

Design :

area
guard

Ver si on: v3.4a
Wed Apr 30 03:21:17 1997

KRR I S R R O S S R R O R

Dat e

Li brary(s) Used:

| ca500kv (File:

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

Nunber of ports: 152
Nurmber of nets: 316
Nunber of cells: 147
Nurmber of references: 22
Conbi nati onal area: 1062. 000000
Noncombi nati onal area: 120. 000000
Net | nterconnect area: 948. 418884

Total cell area
Total area:

1182. 000000
2130. 418945

KRR I S R R O S R R O R

1

desi gn_anal yzer >
Report reference
Design : guard

Ver si on: v3.4a
Wed Apr 30 03:21:17 1997

KRR I S R R O S R R O R

Dat e

Attributes:
bl ack box (unknown)

b -

Total Area

131

Attributes

bo - allows boundary optimn zation

d - dont touch

n - nmap_only

h - hierarchical

n - nonconbi nati ona

r - renovabl e

S - synthetic operator

u - contains unnmapped | ogic
Ref erence Li brary Unit Area
AN2 | ca500kv 2. 000000
AN2P | ca500kv 2. 000000
A2 | ca500kv 2. 000000
BUF4 | ca500kv 2. 000000
BUF5 | ca500kv 3. 000000

2. 000000
2. 000000
40. 000000
2. 000000
3. 000000



. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000

000000
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EN | ca500kv 3. 000000 9 27
EOL | ca500kv 3. 000000 32 96
IV | ca500kv 1. 000000 20 20
| VA | ca500kv 1. 000000 1 1
| VAP | ca500kv 2. 000000 1 2
ND2 | ca500kv 1. 000000 20 20
ND2P | ca500kv 2. 000000 1 2
ND8 | ca500kv 6. 000000 1 6
NND2 P | ca500kv 3. 000000 1 3
NNR2 | ca500kv 2. 000000 1 2
NR2 | ca500kv 1. 000000 1 1
NR3P | ca500kv 3. 000000 4 12
NR4 | ca500kv 2. 000000 8 16
OR3 | ca500kv 2. 000000 20 40
shifter 413. 000000 1 413
sorter 102. 000000 1 102
tfshifter 370. 000000 1 370
Total 22 references 1182.
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report : timng
-path full
- del ay nax
-max_paths 1
Design : guard
Version: v3.4a
Dat e : Wed Apr 30 03:21:17 1997
R S Sk R R I S b S S Rk S S S
Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mde: encl osed
Desi gn Wre Loadi ng Model Li brary
guard B1X1 | ca500kv
shifter B1X1 | ca500kv
tfshifter BO. 5X0. 5 | ca500kv
sorter BO. 5X0. 5 | ca500kv
Startpoint: op_data_in[28]
(i nput port)
Endpoi nt: val ue_out[ 9]
(out put port)
Pat h Group: (none)
Pat h Type: max
Poi nt I ncr Pat h

i nput external delay 0. 00 0. 00
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op_data_in[28] (in) 0. 00 0.00 f
U137/ Z (NR4) 0. 56 0.56 r
Us4/ Z ( ND8) 0. 66 1.22 f
us8/ Z (EN) 0. 64 1.86 r
U40/ Z (NR3P) 0. 38 2.24 f
Us4/ z (1VA) 0.42 2.66 r
U60/ Z ( ND2) 0. 49 3.15 f
ri/value_in[23] (shifter) 0. 00 3.15 f
r1/ U148/ Z ( AQ2) 0.35 3.50 r
r1/ U226/ Z ( AB) 0. 47 3.97 f
r1/ U127/ Z (NNR2) 0. 24 4.21 f
rl/ w6/ z (AQ2) 0. 44 4.66 r
r1/ U86/ Z (NR2) 0.22 4.88 f
r1/U87/ z (QA21) 0. 32 5.20 f
r1/ U152/ zZ (AOL) 0. 47 5.67 r
rl/ us4/ z (AXB) 0. 27 5.94 f
ri/value_out[9] (shifter) 0. 00 5.94 f
val ue_out[9] (out) 0. 00 5.94 f
data arrival tine 5.94

(Path is unconstrained)

1
desi gn_anal yzer>



The Shift Register

KRR I S R R O S S R R O b

Report

Design :

area
shiftreg

Ver si on: v3.4a
Wed Apr 30 03:53:09 1997

KRR I S R R O S S R R O R

Dat e

Li brary(s) Used:

| ca500kv (File:

Nurrber
Nurrber
Nurrber
Nurrber

Conbi nat i onal
Noncombi nat i onal

of ports:
of nets:
of cells:

/p/cad/lsitk-3.0/1ib/synopsys/I ca500k/| ca500kv. db)

of references:

ar ea:
ar ea:

Net | nterconnect area:

Total cell area
Total area:

1393.

63

388
321

43

000000
000000
334961

000000
334961

KRR I S R R O S R R O R

1

desi gn_anal yzer >
Report reference
Design : shiftreg

Ver si on: v3.4a
Wed Apr 30 03:53:10 1997

KRR I S R R O S R R O R

Dat e

Attributes:
bl ack box (unknown)

b -

Unit Area

. 000000
. 000000
. 000000
. 000000

bo - allows boundary optimn zation
d - dont touch
no - map_only
h - hierarchical
n - nonconbi nati ona
r - renovabl e
S - synthetic operator
u - contains unmapped | ogic
Ref er ence Li brary
AN2 | ca500kv
AN2P | ca500kv
ACL | ca500kv
A2 | ca500kv
AC3 | ca500kv

. 000000

Count

Total Area

2. 000000
2. 000000
10. 000000
92. 000000
76. 000000
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Attributes
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. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
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. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
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. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
. 000000
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A4 | ca500kv 2. 000000
AC4AP | ca500kv 4. 000000
A6 | ca500kv 2. 000000
ACY | ca500kv 2. 000000
AO7P | ca500kv 3. 000000
AC21 | ca500kv 2. 000000
AC22P | ca500kv 3. 000000
AC211 | ca500kv 3. 000000
AC222 | ca500kv 4. 000000
BUF1 | ca500kv 1. 000000
BUF4 | ca500kv 2. 000000
EOL | ca500kv 3. 000000
EONL | ca500kv 3. 000000
FD1Q | ca500kv 6. 000000
Y | ca500kv 1. 000000
I VA | ca500kv 1. 000000
| VAP | ca500kv 2. 000000
| VP | ca500kv 1. 000000
ND2 | ca500kv 1. 000000
ND2P | ca500kv 2. 000000
ND3 | ca500kv 2. 000000
ND4 | ca500kv 2. 000000
ND4 P | ca500kv 4. 000000
NND2 | ca500kv 2. 000000
NNR2 | ca500kv 2. 000000
NR2 | ca500kv 1. 000000
NR2P | ca500kv 2. 000000
NR3 | ca500kv 2. 000000
NR4 | ca500kv 2. 000000
OA21 | ca500kv 2. 000000
ORrR2P | ca500kv 2. 000000
OR3 | ca500kv 2. 000000
onepos_0 7.000000
onepos_1 8. 000000
onepos_2 8. 000000
onepos_3 8. 000000
onepos_4 8. 000000
sorter 102. 000000
Total 43 references
1
desi gn_anal yzer>
R S Sk R R I S b S S Rk S S S
Report timng

-path full

-del ay nax

-max_paths 1
Design : shiftreg

Ver si on: v3.4a
Dat e : Wed Apr 30 03:53:10 1997

ER R S R R R I R R R R O b O S

. 000000



136

Operating Conditions: NOM Library: |ca500kv
Wre Loadi ng Mbdel Mde: encl osed

Desi gn Wre Loadi ng Model Li brary
shiftreg B1X1 | ca500kv
onepos_4 BO. 5X0. 5 | ca500kv
onepos_3 BO. 5X0. 5 | ca500kv
onepos_2 BO. 5X0. 5 | ca500kv
onepos_1 BO. 5X0. 5 | ca500kv
sorter BO. 5X0. 5 | ca500kv
onepos_0 BO. 5X0. 5 | ca500kv

Startpoint: nodify_in (input port)
Endpoi nt: count[1l] (output port)
Pat h Group: (none)

Path Type: max

Poi nt I ncr Pat h

i nput external delay 0. 00 0.00 r
modi fy_in (in) 0. 00 0.00 r
U106/ Z (1 VAP) 0.50 0.50 f
U155/ Zz (0A21) 0. 60 1.10 f
U145/ Z (NR4) 0. 49 1.59 r
W1/ zZ (BUF1) 0. 38 1.97 r
U337/ z (1V) 0.23 2.20 f
U203/ Z (NR2) 0.19 2.39r
Ul46/ Z (ND4) 0. 40 2.79 f
U338/ Z (1 VA 0.22 3.01r
Ul47/Z (ND4) 0. 60 3.62 f
U205/ Z (NR2) 0.23 3.85r
U148/ Z (ND4) 0. 30 4.15 f
95/ Z (BUF1) 0. 49 4.64 f
U269/ Z (1 VA) 0. 32 4.96 r
U206/ Z (AOL) 0.25 5.21 f
U149/ Z ( AN2) 0. 28 5.49 f
U100/ Z ( ND4P) 0. 33 5.82 r
count[1] (out) 0. 00 5.82 r
data arrival tine 5.82

(Path is unconstrained)

1
desi gn_anal yzer>



