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Abstract

Satic power dissipation due to transistor leakage constitutes an
increasing fraction of the total power in modern semiconductor
technologies. Current technology trends indicate that the con-
tribution will increase rapidly, reaching one half of total power
dissipation within three process generations. Developing power
efficient products will require consideration of static power in
the earliest phases of design, including architecture and
microar chitecture definition. We propose a simple equation for
estimating static power consumption at the architectural level:

Paaic = Ve IN KKgesign Oeak , Where Ve is the supply volt-
age, N isthe number of transistors, kyesign iS @ design dependent

parameter, and Tjeax is a technology dependent parameter. This
model enables high-level reasoning about the likely static power
demands of alternative microarchitectures. Reasonably accu-
rate values for the factors within the equation may be obtained
directly from the high-level designs or by straightforward scal-
ing arguments. The factors within the equation also suggest
opportunities for static power optimization, including reducing
the total number of devices, partitioning the design to allow for
lower supply voltages or slower, less leaky transistors, turning
off unused devices, favoring certain design styles, and favoring
high bandwidth over low latency. Speculation is also examined
as a means to employ slower transistors without a significant
performance penalty.

1. Introduction

Power consumptionhas becomean important considerationin
modernmicroprocessodesign. The problemis exacerbatedn
multiprocessorsystemssuch as serversin which multiple pro-
cessorarein closeproximity. Increasinghe powerdissipation
much beyond current levels will result in disproportionate
increasesn costascurrentpowerdeliveryandheatremovalsys-
temsreachlimits. Mobile and embeddednicroprocessorsire
alsopowerconstrained.While maximizationof batterylife is an
obvious goal, heatremoval is an important problem as well.
The increasingrole of powerdissipationas a performancdim-
iter hasled to the consideratiorof powerin the early stagesof
the design process. Traditionally the responsibility of circuit
designers,power dissipation has become more important to
architectsas the ability of circuit techniquego control it have
beenrenderedinsufficient. The availability of simple estima-
tion methodsandthe spreadof simulatorswhich provide power
dissipation data have enabledpower dissipationto influence
high level design decisions.

Architectural efforts to control power dissipation have been
directedprimarily at the dynamiccomponenif power dissipa-
tion. Dynamicpoweris theresultof switchingandis ideally the
only modeof power dissipationin CMOS circuitry. It consti-

tutesthe major componenbf total power dissipationin today’s
technologies. Dynamic power dissipationis describedby the
familiar Pgy, = CVcf whereC is the capacitancef switching
nodes (roughly proportional to the number of switching
devices)Vc is thesupplyvoltage,andf is the effectiveoperat-
ing frequency(frequencytimesactivity factor). In orderto limit

dynamicpowerdissipationtechniquesuchasclock gating[12,

31, 32], cachesub-banking28], andeliminatingneedlessom-
putation[5, 19] havebeenemployed. The goal of eachof these
techniquess to reducethe numberor frequencyof switching
deviceqattackingC or f, respectively).Optimizationof the sup-
ply voltage to minimize the power/performanceatio is also

performed, but this process is seldom influenced by architects.

As transistordecomesmallerandfaster,anothemodeof power
dissipationhasbecomeimportant. This is static powerdissipa-
tion, or the power dueto leakagecurrentin the absenceof any
switching activity. Technologyscalingis increasingboth the
absoluteand relative contribution of static power dissipation.
Static power dissipationis equalto the productof the supply
voltageandthe leakagecurrent. While the rate of reductionof

supply voltage is decreasing,leakage current is increasing
exponentially.

The increasingcontribution of static power is clearly evident
evenin today'sdesigns.Considertwo implementation®f Intel's
Pentiumlll processomanufacturedn Intel's0.18 um process,
the Pentiumlll 1.0 GHz B andthe Pentiumlll 1.13 GHz [13].
The Intel datasheelists the maximumcore powerdissipationof
the 1.0 GHz part at 33.0 watts and the deepsleep(i.e., static)
powerdissipationat 3.74 watts. The 1.13 GHz processohasa
total powerdissipationof 41.4 wattsanda staticpowerdissipa-
tion of 5.40watts. While the total powerhasincreasedy only
25%, the staticpowerhasincreasedy 44% andcomprisesl3%
of the total power dissipation. The active power dissipationof
the processorcore varies significantly dependingon the work-
load while the static power dissipationis almostconstant. The
datasheetaluesrepresenpeakpowerdissipationvalues;there-
fore, staticpoweris evena largerpercentagef the total power
dissipation on average.

Figurel showsthe increasesn static and dynamic power for
Intel's pastfew technologieqd34]. Projectingthesetrendsfor-
ward, static power dissipation will equal dynamic power
dissipatiorwithin afew generations Higherordereffectsunim-
portant today and aggressivedynamic power optimizations
could causethe static and dynamic power contributions to
becomeequalin aslittle astwo generations.Thus, it is impor-
tant for architectsto be awareof how they may control static
power dissipation in future technologies.

The causesof leakagecurrent are complex and far removed
from the realm of architecture. Yet as static power dissipation
becomescomparableto dynamic power dissipation,architects
will be called uponto considerit in making designdecisions.
The purposeof this paperis to provide architectswith a means



1E+02

1E+01

1E-00

1E-01

Power (W)

1E-02

1E-03

o Dynamic
O Static

1E-04

1E-05 T T T T T T
10 8 6 35 25 18

Channel length (pm)

Figure 1. Trends in dynamic and static power dissipation
showing increasing contribution of static power (from
Thompson, et. al. [34])

of estimatingstatic powerandsomegeneraltechniquedor lim-
iting it. We proposea simplefour parametemodelusefulatthe

architecturalevel: Pyuic = Voo N KKyesign Oieak . Themodel

parametersare summarizedin Tablel. Overall static power
consumptionmay be reducedby reducingany of the parame-
ters. The table lists some generaltechniquesapplicable to
reducing each parameter.

Thelevel of abstractiorin the modelis appropriatefor its appli-
cation by architects. Each of the parameterds amenableto
estimationat the architecturalevel (either basedon the design
or the expectedtarget technology). A more detailed model
would require accuracyin technologyand design parameters
that would not be availableat an early stagein the designpro-
cess. Furthermore,absoluteaccuracyis not as important as

relative accuracywhen making designtradeoffs. Finally, the
modelsuggestglifferent meansof addressingtaticpowerearly
in the designprocess. Somemay claim that architectshaveno
control over static power becauseof its strongdependencen
technologyand circuit optimization (which doesnot typically
involve architects). While lower level optimizations more
directly affectthefinal staticpowerdissipation awarenessf the
issueduring the architecturabdefinition canresultin anarchitec-
ture better suited to later optimization.

We proceedwith a brief review of semiconductotechnology.
Next, we motivate the increasingimportanceof static power
with a discussionof trendsin transistorscaling. The static
power model aboveis then derived and the characteristicof

eachof the model parametersre discussedn detail. Finally,

the modelis usedto motivate somegeneralarchitectural-level
techniques for addressing static power dissipation.

2. CMOS Technology Review

We startwith areview of the basicterminologyandoperationof

the silicon field-effect transistor. Silicon CMOS (Complemen-
tary Metal Oxide Semiconductorhasemergedasthe dominant
semiconductortechnologyfor high performancemicroproces-
sors. Relative to other semiconductortechnologies,silicon

CMOSis cheaperjs more easily processe@ndscaled,andhas
a higher performance/poweratio. This sectiondescribesthe

importantfeaturesof MOS transistorsand introducesterminol-

ogy used throughout the remainderof the paper. Readers
familiar with this materialare encouragedo skip to Section3,

while thosedesiring more detail may find it in any of several
readily availabletextsfrom which this review wasdistilled [23,

30, 37].

A MOS transistoris a four terminal semiconductodevicethat
canfunctionasa switch or anamplifier (Figure2). By conven-
tion, all terminal voltages are measuredwith respectto the
sourcenode. The gatevoltageis symbolizedby V g the drain
voltageby Vs andthe body voltageby V¢ In digital circuit
design,the transistoris usually usedasa switch. Currentflow

betweernhe sourceanddrainterminalsis controlledby the volt-

ageat the gateterminal. The gateis electricallyisolatedfrom

the restof the deviceby a thin insulatinglayer (silicon dioxide
for silicon devices). The gateinfluencesthe devicevia the elec-

Table1l. Summary of static power model parameters

Parameter Description Scaling behavior Reducing
Vee Pawver supply wltage Decreases by 30 % per | < Multiple supply wltage domains
process generation * Increase IPC to ale lower clock fre-
queng (allowing Vc reductionjatsame
performance
N Number of transistors in design| Increases by 100 % per | » Reduce functionality (e.g., remiag spe-
process generation cial purpose circuitry) '
« Use circuit style requiring feer transis-
tors for same functionality
Kdesign Empirically dgtermined parame Approximately constant | ¢ Use eficient circuit style
ter representing the characterist * Reduce clock frequegdo allov more
tics of an aerage deice comple (high fan-in) logic
i Technology parameter describ-| Highly dependent on * Partition design into frequegaomains
leak ing the per dece subthreshold | aggressieness of allowing use of less aggressi(lover
leakage (thresholdvoltage) scaling leakage) deices in some domains
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Figure2. MOStransistor cross-section (N-type) and schematic symbols (N-type and P-type)

tric field resulting from different gate biases. Thus, the
transistor is designated a Field Effect Transistor or FET.

The primary function of the body terminalis to ensureisolation
of the sourceanddrain. Impuritiesare added(a processcalled
doping)to the source drain,andbody regions. The sourceand
drain regionsare dopedto the oppositetype asthe body (N- or

P-type), creatingjunctionsthroughwhich current(ideally) can
notflow. Undertheinfluenceof the gate,thetype of theregion
atthe surfaceof the silicon betweerthe sourceanddrain (called
thechannel)canbereversedforming a currentpathbetweerthe
sourceanddrain. Sincethe gateis electrically insulatedfrom

therestof the device,a transistorgateappearsasa capacitorto

its driving circuitry. Ideally, oncethe gatecapacitoris charged
(or discharged)to its desiredstate,no currentis requiredto

maintain that state; therefore, no power is consumed. The
thresholdvoltage of the transistor(symbolizedby V1) is the

voltagerequiredat the gate(relativeto the sourcelto turn on the

transistor. It is a complicatedfunction of the devicedimensions
andexactdopingprofiles of the transistor. N- andP- type tran-

sistorsdiffer in thedopingof the source drain,andbodyregions
(the Complementary in CMOS).

Most device parameterge.g., doping profiles and oxide thick-
ness)arefixed by the particulartechnologyto which a designis
targeted. In mostcasescircuit designersare limited to specify-
ing the device dimensions(W and L) to specify the relative
strengthsof the devices. Sometechnologiesprovide devices
with differentthresholdvoltagesaswell. Thesetechnologiesire
referredto as MTCMOS (multi-threshold CMOS). Alterna-
tively, the threshold voltage may be controlled by applying
differentvoltagesto the bodyterminal. Thus,the designparam-
etersinclude the lateral device dimensionsand sometimesthe
threshold voltage.
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Power consumptionin CMOS circuitry is classified as either
dynamicor static(Figure3). Dynamicpowerdissipationoccurs
during statechangegi.e., whendevicesareswitching). It is pri-
marily due to the chargingof the capacitativeload associated
with the outputwiring andthe gatesof subsequentansistorqC
dv/dt). A smallercomponenbf dynamicpowerarisesfrom the
short-circuitcurrentthat flows momentarilywhile the comple-
mentarydevicesin a gateare simultaneouslyconductingduring
anoutputstatechange. Staticpowerdissipationis a resultof the
variousleakagemodesof the MOS transistor. While thereare
many different leakage modes, the most important leakage
mechanisnin modernsubmicronchannellengthtechnologiess
subthresholdeakage[15]. Subthresholdeakageis currentthat
flows betweenthe sourceand drain evenwhenthe transistoris
off (i.e., the voltage at the gate is below the threshold voltage).

3. Technology Scaling

To allow for higher clock frequenciesand more deviceson a
chip,technologiesarescaledeveryfew years[27]. Deviceengi-
neersperformingthe scaling must developtransistorsyearsin
advanceof whenthey will be manufacturable.Using Moore's
law asa guide,they targeta 30% decreasén linear dimensions
resultingin a 50% areareductionversusthe prior generation.
Simultaneously,the smaller dimensionsallow for a speed
increaseof 25-30%. The primary constrainton devicescalingis
the processtechnology(e.g., lithography). Anotherimportant
constraintis reliability. Many reliability parametersare func-
tions of the electric fields that exist within the device.
Permanentdamageto the transistormay resultif certainelectric
fields are exceeded. This hasled to a scaling methodology
known as constant field (sometimes called ideal) scaling [9].

(b) static
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Y

Figure 3. (a) Dynamic and (b) static power dissipation mechanismsin CM OS technologies



Constantfield scalingreducesthe supply voltage by the same
factor as devicedimensionsin orderto keepthe electric fields

the sameacrosstechnologygenerations. This has the added
benefitof addressinglynamicpower dissipation(which is pro-

portionalto the squareof the supplyvoltage). With the physical

dimensionsand supply voltage determined,device designers
adjustother parameterge.g., doping profiles) to maximizethe

performanceof the device within the specified constraints.
While actualtechnologieshavenot adheredstrictly to constant-
field scaling[7], it is illustrative of the generaltrendsand prob-

lems associated with scaling.

Due to the complexitiesof devicesimulation,it is not practical
to simulateevensmall circuits at the level of detail requiredby

deviceengineers. Therefore,device engineersattemptto opti-

mize simple delay metricsto arrive at a devicedesign. These
metricsmay be calculatedrom the detailedsimulationof a sin-

gle transistor. After confirming the performancewith actual
fabricated test devices, parametersare derived for a device
modelthat can be usedin subsequentircuit-level simulations.
Onecommondelaymetric usedis shownin Equationl. Cyaeeis

the gatecapacitanc®f a transistorper unit width (at a specified
channelength),V ¢ is the supplyvoltage,andlpg4;is the maxi-

mum (saturation)rain currentthatcanflow througha transistor
(perunit width). Derivedfrom the differential equationdescrib-
ing the charging of a capacitor, this metric measuresthe

approximatetime requiredto chargethe gatecapacitancef one
transistor by another transistor.

t = Cgate D‘/CC
IDsat

(Eqg. 1)

Considerthe behaviorof the delay metric of Equationl under
constanffield scaling. The supplyvoltage(V () is reducedby

somefactorS. Thereforeto reducedelayby the samefactor, it
is sufficientto keepthe ratio Cyate/ Ipsarconstant. Cyaeis pro-

portionalto the channellengthandinverselyproportionalto the
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Figure 4. V¢ and V1 scaling showing reduction in gate
overdrive (Vec — V) (from data published in IEDM and
ISSCC from 1990-2000)

oxide thickness. Sinceboth of thesedimensionsarereducedoy
S, Cyate Staysconstant. Thus, to achievethe expectedperfor-

manceimprovement(delay reduction),the drive current lpgy¢

must remain constantunder scaling. In moderntechnologies,
Ipsat IS @ complicatedfunction of many parametersncluding

Ve~ V1, Cyate @and L (the channel length).

The quantityVc — V1 is referredto asthe gateoverdrive;it is

the maximumvoltagethat may be appliedto a transistor'sgyate
beyondthat requiredto turn on the transistor. 1pg4 iS propor-

tional to a small power (betweenl and 2) of V¢ — V1 [26].
RecallingthatV ¢ is beingdecreasetly S, thereductionin gate
overdrivereduceslpg4 by a factor largerthan S. While other

factorsincreasethe drive currentas devicesare scaled(prima-
rily L), these are insufficient to obtain the expecteddelay
reductionat a constantVt in deepsubmicronCMOS technolo-

gies. Therefore, V1 has also been reduced (see Figure4).
Performancegoals and a desire to decreaseV ¢ further (to

addressdynamic power) have also driven the reduction in
threshold voltage.

It is this continuingreductionof V1 thatis causingstatic power
to becomeincreasinglyimportant. Subthresholdeakagecur-

rent increases exponentially as threshold voltage decreases [12]:

-9y
_ alkg OT
IDsub =kle

(Ea. 2)

whereq andkg arephysicalconstantsa andk aredeviceparam-

eters,andT is the absolutetemperature.The aboverelationship
is depictedin Figure5 (V1 is takento be the gatevoltageat 1

HA/um drain current). Note that the leakagecurrentat a fixed

threshold voltage also increases exponentially with temperature.

Static power is equalto the productof the supply voltage and
Ipsub Theexponentiaincreasdn |pg,, causeshe staticpower

to increaserapidly despitesupply voltagescaling. The relative
contribution of static power is also growing. Dynamic power
increasedinearly with the capacitancéveing switched(increas-
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Figure 5. Effect of threshold voltage and temperature on
subthreshold current



ing as the numberof devicesis increased)and the switching
frequency(increasingas delay is reduced),but decreasesvith
the squareof the supply voltage. Thus,it is increasingmuch
more slowly than static power (refer to Figurel). As the pri-
mary componenif power consumptiontoday, dynamic power
is being aggressivelyattackedin all phasesof the designpro-
cessto ensurethatit doesnot restrictperformance.Focusingon
limiting dynamic power further increasesthe relative impor-
tance of static power.

4. A Static Power Moddl

While accuratepowermodelsareimportantfor simulation,it is
desirableto havea simple formulato allow for high-levelcon-
siderationof the power characteristicof alternative designs.
The absoluteaccuracyof sucha formulais not nearlyasimpor-
tantastherelativeaccuracysincethe architectwill generallybe
uninterestedn determiningthe exactnumberof wattsusedby a
particulardesign. In this section,we will presenta formulathat
is a usefulhigh-levelmodelof static powerconsumption.Each
of the model parametersliscussedn detail with emphasison
how it scales and how it may be estimated.

4.1. Model Derivation

In this sectionwe derivethe staticpowermodelpresentedn the

introduction. The dearthof publicly availabledataon leading-
edgemicroprocessormakesit difficult to comparethe model’s
resultswith actualdata. Thus,a top-down,intuitive derivation
would be almostimpossibleto validate. Therefore,we chosea

bottom-upderivationbasedon a widely acceptedsingle-device
model. It should be noted that successfulapplication of the

modeldoesnot dependon the materialin this section. Instead,
the derivation is presentedto make explicit the simplifying

assumptionsiecessaryo arrive at a high-levelmodelfrom the

detailed device-level equation.

We beginwith the BSIM3v3.2 MOSFETtransistormodelequa-
tion for subthreshold drain curremy|,, [17]:

Ve Vge=Vr—Vor

_ 0] Vi - n v,
IDsub_ ISOEBL_e EDE

(Eq. 3)

Vo IS anempirically determinednodelparametery; is a physi-
cal parameteproportionalto temperatureandn is derivedfrom
a hostof othermodel and deviceparameters.|l4g is dependent
on the transistorgeometryand may be writtenas ;' - W / L.
For singledevicesin the normal*off* state,Vys= Ve andVgs

= 0. Substitutingthesebiasesinto Equation 3, the factor in
parenthesi®ecomesdl (sinceVys= V¢ >> Vvy), andthelastfac-

tor may be split into a product of exponents:

7V0ff 7VT

IDsub = SITVHDSO' Le

n 0y, n v,

(Eq. 4)

-V
n v,

= S/tvgtktech e

-V

S
= S/tvgtktech (Lo

wherekiech= lso' - eXp(—Vosir / (N - vy)) @andS; =2.303:n - v. §
is referredto asthe subthresholdwing parameter.lt is a mea-
sureof how effectively a transistorshutsoff andis equalto the

inverseslopeof log(Ip) vs. Vs (in mV/decade)or Vgg < V.

Although the channellength (L) appearsexplicitly in the equa-
tion, it shouldbe notedthatk.,,and$; still havea complicated
dependencen channellength. W is actually the dimensionof

interest since nearly every device is drawn at the minimum
allowedL. SinceL maybeconsideredixed, kiecpandS; will be
invariant for almostall of the devicesin a given technology.
The ratio of the two dimensions(the aspectratio) was not
includedin kich Sinceit dependson the designin which the
transistor is used and not the technology.

Equationd appliesto an isolatedoff transistor. This level of

detail is inappropriatefor reasoningat the architecturallevel.

Therefore,we assumecertain statistical propertiesabout large

numbersof devicesto generalizehe equation. Specifically, we

assumethat the distribution of transistorgeometrieqdescribed
by the aspectatio) is the sameacrosdargegroupsof transistors
employedin the sametype of circuitry. The latter qualification

is very important. Considerthe transistoraisedin a cachearray
versusthoseemployedin datapathlogic: the cachetransistors
will bethe minimum possiblesizeto achievehigh density,while

the datapathransistorawill be sizedto operateat the bestpossi-
ble speed.

The circuit type alsoinfluencesthe proportionof the transistors
which areswitchedoff (f¢). In theabsencef DC currentpaths
(chainsof on transistorsbetweenV ¢ andground),it is the off
transistorswhich will determinethe leakagecurrent. In full
static CMOS, half of the transistorsshouldbe off at any given
time. However,othertypesof logic (e.g.,domino,passgate,or
memory array) will have different leakage characteristics.

In additionto devicegeometriesthe stackingfactor of transis-
torsis alsodependenbn the circuit type. Stackedransistorsare
thosethatareconnectedn seriesdrainto source(Figure6). The
leakagecurrentthrougheachtransistorin a stackmustbe equal;
furthermore,the voltage drop acrossthe entire stack can not
exceedVc. Providedmorethanonetransistorin the stackis
off, theV ysfor the off transistorswill be< V. Thus,theleak-

-V ds

agecurrentis reducecby the 1—e “ termin Equation3. Fora
stackof four transistorsthe reductionin leakagecanbeup to a
factorof 20[14]. Stackedransistorsaalsohaveanon-zerobody
bias (potential difference betweenthe sourceand body nodes)
which affectslpg,nthroughthevariablesn andV+. We definea
designdependeniparameterkg, i that is the averageleakage
due to different stacking factors weighted by the portion of

devicesin the circuit with eachstackingfactor relative to the

leakageof a singledevice. It is alwayslessthanoneandwill be

lower in circuit typeswith higheraveragestackingfactors(e.qg.,
circuits with high fan-in gates).

t
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Figure 6. Leakagein stacked transistors (I g1 << l|eak2)



While we haveintroducedthe attributesof the designthataffect
leakageindividually, they are not actually separable. Stacked
transistorsfor example aregenerallydrawnwith alargeraspect
ratio to make up for the reduceddrive capability of stacked
devicesovera singledevice. Also, stackingfactoronly reduces
leakagevhenmorethanonedevicein the stackis off. Thus,fq
andkgsckarenotindependeneither. Becausdhesefactorsare
not separablewe combinetheminto a single circuit-dependent
constantkyesign as follows.  Summingthe subthresholcturrent
given by Equatior for a group of N transistors, we derive:

N
lesub‘ =N |:leub
i

R -V,

S
N Df [E%E’ foffr kstack] Ektech (1o

(Eq. 5)

Ileakage =

-V,

S
N |:kdesign Ektech (Lo

for a group of transistorswith the sametechnologyparameters.
Barredparametersepresentiveragevaluesover all of the tran-
sistors. At this point, we note that the differencein leakage
characteristic§quantified in Equation5 by kiecp V1, and )
betweenN- and P-type MOSFET’sis highly dependenbn the
specifictechnology. Providedthey aresimilar for the two types
of transistorsboth types may be modeledsimultaneously. In
this case, kyesign also incorporatesthe ratio betweenthe two
typesof devices. If thedeviceddiffer significantlyin the magni-
tude of Kiecpy V1 OF S;, the modelmustbe appliedseparatelyto
the two groupsof devicesasshownin Equationé (wherefy is
the fraction of N-type MOSFET's and the technologyparame-
ters are subscriptedwith the devicetype to which they apply).

differentvaluesof V1 for fixed kiecnandS;, will be moreaccu-

rate. We chooseto emphasizethe more detailed model of
Equation? in the nextsectionto underscoréhe natureandmag-
nitudeof theimpactof thetechnologyparametergespeciallythe
threshold voltage) on static power.

While formulassimilar to Equation7 appeaiin the devicelitera-

ture[21, 25], theyfail to differentiatethe designandtechnology
contributionsto the leakage power; instead, an averageper

deviceleakagés a parameter.Sucha broadparameters impos-
sibleto estimateat anylevelin thedesignprocessarchitectcan
not be expectedto reasonwith actual leakagevalues during

designstudies,and deviceand processengineersan not guess
aboutthe high-level applicationsof variousgroupsof devices.
By separatingthe contributions of architectural application
(design)anddevicephysics(technology)theindividual parame-
ters can be better estimated.

4.2. Model Parameters

The parametersf the staticpowermodelof Equation7 may be
dividedinto two groups. Thetechnologyparameterarederived
from measurementsr simulationsof individual devices. These
parametersill appeain Equationd for the subthresholdeakage

of a single device and are bundledinto ljeax in Equation8.
Theyareall dependenbn a hostof lower-levelprocesgarame-
ters(e.g.,oxide thicknessanddopingprofiles)in complexways.
ThedesigndependenparametergV cc, N, andKgesigd applyto
groups of devicesinterconnectedin a specific design style.
Within certain constraintsthey are independenbf the process
technologyandmaybevariedindependently.In this sectionwe
examine each parameterin detail, focusing on relevant con-

straints and the determination and scaling of parameter values.

kiech and S; are relatively unimportantfor high level applica-

For the remainder of the paper, we assume the first case applieons of the model. Both parametersare likely to be bundled

—Vin

Sw
Ileakage =N |:|:fN |:kdesignN EktechN Lo + (Eq~ 6)

-V
S
(l - fN) EkdesignP Ektez:hP Lo Pj|

Given that power dissipationis the productof the potentialdif-
ference (voltage) and the current flowing through that
difference, the total static power is given by:

-V
=
Pstatic = VCC N l:kdesign |:ktech Lo (Eq- 7)
Equation7 specifies three technology dependentparameters
(Ktech St and V1) that may be combinedinto a single technol-

ogy constant eax :

Pstatic = VCC N Ekdesign ﬁleak (Eq 8)

where lieak IS the normalizedleakagecurrent (the right hand
side of Equation4 without W / L). Becauseof its simplicity,

this variation is likely to be appliedfor high-level reasoning.
Also, the interdependencef the technologyparametersnakes
this model more appropriatethan one where the technology
parameterare seeminglyindependent.For MTCMOS technol-

ogies, for example,using different valuesof 1jex, ratherthan

into Tjeax alongwith V1 for practicalapplicationsof the model.
For relative comparisonshetweendesignstargeting the same
technology the value of kcnis immaterial;however the value
of kiech Will differ for the different threshold devices in

MTCMOS technologies. The differenceis easily predictable
and can be estimatedaccuratelywhen the thresholdvoltages
themselvesreknown. S; canpotentiallyhavealargeimpacton

leakagecurrent via the exponentialrelationship betweenthe
two. The two primary determinantf S; are oxide thickness
andtemperature. Temperaturecontrol is a function of system-
level designand cannot be usedto differentiatedesigns. Tech-
nologiesproviding multiple oxide thicknessesre not common;
therefore,S; is nearly the samefor the alternatedevicesavail-

ablein MTCMOS technologies.The scalingof oxide thickness
hasbeenslowly decreasinghe magnitudeof S; overtime. The
minimum S; is set by thermodynamicconsiderationsand is

about60 mV/decadeat room temperaturg30]. Historical data
showsthat§; is betweerabout80 and100 mV/decade SOl (sil-

icon on insulator) technologiescan more closely approachthe
ideal value [38].

The mostimportantof the technologyparameterss the thresh-
old voltage V1. It is the scaling of the threshold voltage

(Figure4) thatis causingstaticpowerto becomea concern. The
tremendougexponential)impact of a higher thresholdvoltage
on staticpowerhasmotivatedthe spreacof MTCMOS technolo-
gies. At the costof additionaldesignand processcomplexity,
thesetechnologiegrovide devicesdiffering in speedand leak-
age characteristics. Today's MTCMOS technologiesprovide
only two options. The low-thresholdvoltagedeviceprovidesa



small speedbenefit (~10%) for a largeincreasen subthreshold
leakage(~4x) [34]. Although V1 is a technologyparameter,
MTCMOS enableqcrude)tuning of devicecharacteristic$o the
requirements of a particular circuit.

AlthoughV ¢ is categorizedhsa designparameterit is heavily
constrainedy the technology. The electricfields that occurin
the transistorsare directly proportionalto Vc; therefore,reli-
ability limits often provide an upper bound on the supply
voltage. Also, certainanalogcircuitry found within micropro-
cessorge.g.,cachearray senseamplifiers) requiresa minimum
Vc to operatecorrectly. ThereasorthatV ¢ is classifiedasa

designparameteris that it is adjustedlate in the designcycle
(afterworking chipsareavailable)to achievethe maximumper-
formance. Its value is made as high as possible while
maintaining acceptablereliability parametersand power con-
sumption. V¢ partitioning (using different supply voltagesfor
different circuits within the chip) is alsoa designtechniquethat
influencesthis parameter. It Is currently usedto allow for a
higher voltage for off-chip communicationsthan usedin the
core. This allows the power consumptionto be lowered, but
complicatesthe designdue to the requiredvoltage translation
circuitry. For this reason finer granularityvoltage partitioning
is not suitable to further lower power consumption.

Under constantfield scaling, V¢ should be reducedapproxi-
mately 30% per generation. While this trend was followed in
theinitial reductionsof supplyvoltagefrom 5 V, the emphasis
on high performancehasresultedin V¢ scalingmore slowly

recentlythanthe scalingmodelwould suggestFigure4) [7, 33].
The latesttechnologyprojectionsfrom the SIA forecasta con-
tinuation of this trendfor the performancemarket[27]. In the
mobile and embeddednarkets,the increasingpressureto limit
powerconsumptiorwill causeV ¢ scalingto returnto the con-

stant-field scenario. Although V¢ projectionsfor a target

technologyare availableearly in the designprocessthe exact
value of V¢ is unimportantsince (like kg its value is not

needed to compare alternative designs in a given technology.

The numberof transistorgrepresentedby N) is the simplestof
the designvariables. At the architecturalevel it mustoften be
estimatedsincecircuit designsarenot yet available. Presuming
a circuit with known functionality hasbeendesignedn the past,
areasonabhaccurateestimatemay be obtainedwith little effort.
Estimation methodsare especially useful for comparisonof
architecturalalternativesthat may not reachthe circuit design
phase.N is only constrainedy the functionality requiredof the
circuit and the availableareain which to implementit. For a
givenfunctionality, the numberof transistorshouldbe constant
acrossgenerations. With more transistorsavailable,however,
overheadis likely to increaseas testability and performance
monitoringfeaturesareaddedto morecircuits. Increasingclock
frequencyalso canimpactdevice overheadas fewer gatesmay
be placed between latches.

The remainingdesignparametekgesignencompassethe distri-
bution of devicetypes(N- and P-type),geometriefW andL),
stateg(on vs. off), andstackingfactorsthat are characteristiof
a certaincircuit type (seeSectiond.1). ldentifying morecircuit
typesleadsto betteraccuracy(asthe aggregateropertiesof cir-
cuits in a more preciseclass are more similar), but requires
additionaleffort bothin determiningkyesignvaluesandin apply-
ing the model. Example circuit types appropriate for
architecture-levebpplicationsinclude logic (e.g., datapathcir-
cuitry), staticRAM array, and associativearray. Derivation of
Kgesignfor a particularcircuit designstyleis performecby devis-
ing a small, representativecircuit for each style. Circuit
simulationis then performedto obtaintotal leakagecurrent(an
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Figure 7. Technology impact on Kgesgn Parameters for

different circuit styles

averageover severalstatesshouldbe used). Kgesignis thencal-
culated using the static power model (Equation7) with the
technologyparametersisedduringthe simulation. Figure7 pre-
sentskyesign valuesfor the threeexampledesignstylesderived
from simulation of several different technologies.

Thedatain Figure7 werederivedusingactualtransistormodels
andprocesgarameterérom Intel. Cellsrepresentinggachsam-
ple design style were selectedfrom the Pentium Il design
databaseand simulatedtogetherwith two referencetransistors
(N- andP-type). All transistodimensionsverescaledappropri-
ately for eachtechnologyprior to simulation. The leakage
currentof the referenceransistoravasaveragedanddivided by

the aspectratio to obtaina normalizedleakageparameteﬁ leak
for eachtechnology. Eachcircuit’s leakagecurrentwasdivided

by lieax - N to obtain the kyegign Values. The resulting values
show only a slight increaseover four technologygenerations.
The valuesfor the 0.35 um processare systematicallylower

than the other values;this is the result of a different transistor
model required for simulation of that technology.

Table2 containskyesign valuesfor the circuit typesin Figure7
as well asthosefor two additional circuit types (obtainedby
handanalysisof the correspondingircuits). Thetablealsolists
the numberof transistors(N) usedin the referencecircuit for
calculatingthe kyesjgn Valuesand notesaboutthe specific cir-
cuits and adjustmentso Kyesign FOr example,an 8-bit, 4-input
multiplexorwould have32 transistorq2 / bit / input* 8 bits* 4
inputs)anda KgesignOf 4.3 (1.9+ 1.2for thethird input + 1.2for
the fourth input). Static CMOS logic hastwo complementary
(N- and P-type) transistorsfor eachgateinput.  The Kgesign
value variesdependingon the speedand fan-outof the particu-
lar logic. Notethatthe medianvaluefor staticlogic in Table2
is lower than that for the adderin Figure7. The valuein the
tableis morerepresentativef averageogic thanthe value for
the aggressive adder used for the scaling study.



Table 2. kdesign values

Circuit N Kdesign Notes

D Flip-flop 22 / bit 1.4 | Edge-triggered FF

D Latch 10/ bit 2.0 | Transparent latch

2-input mux | 2/ bit / input 1.9 | +1.2/input @er 2

6T RAM cell | 6/ bit 1.2 | 1RW port

CAM cell 13/ bit 1.7 1RW, 1 CAM

Static logic | 2/ gate input 11 Depend®nspeed,
load & 3)

Recall that the averagedevice geometrywas incorporatedinto
Kdesignin the form of the aspectratioW / L. Being the ratio of
two dimensionsdeviceaspectatiosideally do not changeunder
scaling. Thevalueof including theseparameterssa ratio into
the designconstant(insteadof the technologyconstant)is now
apparent. Becausethe aspectratio is independenbf technol-
0y, Kgesignvalues(oncederived)arevalid for projectingstatic

power requirements in other technologies.

5. Reducing Static Power

The model for static power presentedn the previoussection
suggestsdifferent ways in which static power may be con-
trolled: reducing any factor in the equationwill reduce the
power requirement. Thus, the static power may be loweredby
reducingthe supply voltage (lower V), using fewer devices

(lower N), using a more power efficient design style (lower

kdesig,), or using slower devices (higher V1, lower ljea).
Dependingon the methodemployed,any of theseoptionsmay
require performanceto be sacrificedto realize power savings.
We will discussarchitectural applications of each of these
optionsin this section. We concludethe sectionwith a discus-
sion of likely applicationsof speculationto power-efficient
architectures.

5.1. Reducing the Supply Voltage

The supplyvoltageis not typically thoughtof asan architectur-
ally controllable parameter. However, the nature of the
architectureinfluencesthe supply voltage optimization which

occursat the end of the designcycle. Architects can enable
lower supply voltagesby making performancdesssensitiveto

latency. Circuits with lessstrict latencyrequirementsanoper-
ate at a lower clock frequency and supply voltage. By

partitioning the circuit into severaldomainsoperatingat differ-

ent supply voltages,both staticand dynamicpower savingsare
possible. Modernmicroprocessoralreadyusethis techniqueto

allow for a higher voltage for off-chip communicationthan is

usedin the core. Level shifter circuits arerequiredfor commu-
nications betweenvoltage domains. The partitioning should
take into accountthe extra delay incurredin crossingdomain
boundaries.

To reducethe supply voltagefor the entire chip without parti-
tioning, the global clock frequency must be reduced.
Architectureswhich emphasizehigh IPC over high clock fre-
guencies to achieve performance are superior in power
characteristicprovidedthe addedcomplexitydoesnot erasethe
gainsthrough increaseddevice count. The point at which an
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Figure 8. Power gating: gated logic receives power only
when PM OS switching deviceis active

architecturefalls on the frequency-IPGscaledirectly influences
the domain in which the supply voltage may be adjusted.

5.2. Reducing the Number of Devices

One obvioustechniquethat may be employedto reducestatic
poweris to reducethe total numberof devices. Finding oppor-
tunities to reducethe device count enoughto impact power
dissipationwithout decreasingperformanceor functionality is
difficult, however. Normal designpracticeseliminate obvious
redundancy. Furthermore a large numberof devicesmust be
removedto havea noticeableimpact. Thus, units with replica-
tion make obvioustargets. Cachesize, numberof functional
units, andissue/retirecbandwidthmay all be reducedwith vary-
ing degreesof difficulty and performanceimpact. If power
optimizationis a goal from the beginning,effort spentbalanc-
ing the processor'sesourceseducesunnecessaryeplicationby
allocating fewer overall devices only where they are most
needed. Another beneficial task for architectswould be to
equalizeutilization: bursty operationrequiresa high maximum
throughputto attain a given performancelevel. Equalizing
resourceequirement®ver time resultsin a lower total resource
requiremenfor a given performance.Eachof theseapproaches
is appropriate for study at the architectural level.

Anothermethodto reduceN without actuallyremovingdevices
is to turnthemoff whentheyareunused.Powergatingis analo-
gousto clock gating: the supply voltage (ratherthanthe clock)

of somefunctional unit is switchedon only when the unit is

required. Additional circuitry is addecdto determinethe needfor

theunit. This circuitry may monitor inputsto the switchedunit

or use other available signals (Figure8). The gatedcircuitry

will not dissipateany power when turned off. However, this
mustbe balancedagainstthe powerdissipatedy the gatingcir-

cuitry and the power switching device itself. The power
switching devicemustbe large enough(W) to handlethe aver-
age supply current of the circuit while in operation. If the
device hasa high enoughthresholdvoltage, its leakagepower
canbelower thanthatof the gatedcircuit (which may uselower
thresholdgo befastduringoperation). However the additionof

a gating device can result in reducedperformanceand noise
margins [24, 36].

The major problemwith power gating is the latency between
when the signalto turn a unit on arrivesand when the unit is
readyto operate.Dueto the hugecapacitancen the powersup-
ply nodesin a unit, severalclock cycleswill be neededo allow

the power supply to reachits operatingleveIT. Thereare two
alternativesvhich may apply regardingthis latency. If thefunc-
tional unit is required very rarely or is not on the critical
computationpath, it may not significantly impact performance
to stall until the unit is ready. Alternatively,the requiremenfor
a unit may be predictedfar enoughin advancefor the unit to be
ready when it is required.



Predictingthe needfor a functional unit raisesthe questionof
what kinds of microarchitecturakventscan be predictedaccu-
rately in advance. One obvious choiceis the use of floating
point functionality. Someoperatingsystemsalreadytrack the
use of floating point hardwareby applicationsto avoid saving
the floating point registerson contextswitcheswhen unneces-
sary[20]. Thus,the floating point hardwaremay be switchedat
the samegranularityas contextswitches. Portionsof the cache
may alsobe turnedoff providedthe working setof the applica-
tion fits in a subsetof the cache[22]. Other opportunities
includedecoddogic for rareor privilegedinstructions jnterrupt
logic (a timer interrupt, usually the most frequentinterrupt, at
100Hz occursonly every 10 million clock cyclesat 1GHz), or
logic to handlecertainrare exceptions. Architectural study is
ideal for determiningthe impact of increasedstartuplatencies
and the feasibility of prediction.

5.3. Using Mot Efficient Circuits

The designfactorscomprisingkgesignoffer few opportunitiesfor

static power reduction directly. Architects may not think
directly aboutthe distribution of devicegeometriesor stacking
factors;however the requirement®f the microarchitectureulti-

mately determinethe type of circuitry which canbe usedfor its

implementation. For example targetinghigher IPC at a lower
clock frequencyallows for morelogic betweerpipelinelatches;
power savingsare realizedby allowing the use of more com-
plex gates with larger average stacking factors.

The Kgesign valuesin Table2 suggestsomeadditionalways of

employing power-efficientcircuits. Wide multiplexors should
be avoidedasthey havea costwhich grows super-linearlywith

the numberof inputs. A tri-statebuswith multiple driverscan
accomplishthe samefunction with lower total leakage(tri-state
drivers have stackeddeviceswhere pass-gatanultiplexors do
not). Associativearraysare approximatelythreetimes leakier
(including the largernumberof transistorsthansimplerandom-
accessmemories. Implementing pseudo-associativityusing
hashingmay be appropriatedependingon the exact require-
ments of the microarchitecture.

5.4. Using Multiple Threshold \6ltages

Technologieswhich provide multiple thresholdvoltagesallow
for an even better tradeoff betweenstatic power and perfor-
mance. By usingslowertransistorsthe leakagecurrentmay be
reducedsignificantly. Note that it is not sufficient to simply
clock aregulardevicemoreslowly, sincethis doesnot affectthe
subthreshold leakage. The transistor must actualfioler .

Different transistorspeedanay be usedin differentways. One
methodwould be to employthe fast devicesonly alongcritical
timing paths. Although algorithmshavebeenproposedo auto-
matically performthis task[29, 36], a concernis thatautomated
modificationof pathdelayscouldresultin races. A secondech-
nique involves determiningwhich functional units require the
lowestlatenciesandallocatingthe budgetof fast, leaky devices
to theseunits only. To reducedynamicpowerconsumptionat
least one announcedproduct divides core logic into clock
domainsof different frequencied18]. Limited partitioninghas
occurredever sincecore frequenciesexceededus frequencies.

T Theswitchingdevice mustsupplycurrentcorrespondingo theaverage
power dissipation. Considera circuit representindl% of a chip that
dissipatesl50 W at 1.5 V. The device mustconductl A of average
current. Assuminga decouplingcapacitancef 500 nF for the entire
chip, the supplynodecapacitancef the switchedunit will beapproxi-
mately5 nkE Chaging 5 nF to 1.5V with 1 A takes approximately
(Equationl): (5 nF)(1.5V)/ (1 A)=7.5ns or 7.§des at 1 GHz.

Partitioningenableoneto usea devicespeedappropriateo the
particular clock domainin which the deviceis to be located.
Architects are best suited to determine which functionality
belongsin which clock domainand what particular methodof
interdomaincommunicationshould be used. This partitioning
allows for optimization of both static and dynamic power
consumption.

Thresholdvoltagemay alsobe adjustedoy applyinga voltageto
the body node of a transistorto reversebias the source-body
junction. By raising the thresholdvoltage, this techniquealso
resultsin slower devices. The ideal use of sucha technique
would be to apply the body bias only when the circuitry is
unusedand return to normal conditions when the circuit is
required. The very high resistanceof transistorbody nodes
resultsin a similar problemasin power gating, but of a much
higher magnitude:establishingor removing a body bias will
requirea long time dueto the high resistancef the body nodes
of MOSFET’s. Therefore,functional units that havelong idle
periodsand startupsthat canbe accuratelypredictedwith archi-
tectural state are most appropriate for these techniques.

5.5. Power Reduction with Speculation

Speculatiorcanbe animportanttool for architectsvhendesign-
ing power-efficient architectures. Specifically, it provides a
meansof usingslowerdeviceswithout proportionallyimpacting
performance. The performancecritical speculationcircuitry
employsfast devices while the slowerdevicesare usedto ver-
ify the speculativeresults. The additionallatency is incurred
only whenthe speculationis incorrect. In somecasesthe cir-
cuitry to performthe speculationis simple and very few of the
power-hungryfast devicesare required. The verification cir-
cuitry may use higher-thresholddevices, use a lower supply
voltage, run at a lower clock frequency,or somecombination
resultingin both staticand dynamicpower savingsover a fast,
non-speculativeolutionat little performancecost. An architec-
ture suchasDIVA [2] in which a slow checkeraugments fast,
highly speculativecore could directly benefit from intelligent
partitioning based on device speed requirements.

As a more specific example,considerdata speculationon L1

cacheaccesses. Such speculationis alreadyimplementedon

Intel's Willamette for performancereasons[10]. L1 cache
accesseareon the critical executionpathfor load instructions.
Recognizingthat the majority of suchaccessesit in the cache,
it is reasonabld@o speculativelyassumethat any dataretrieved
from adirect-mappedacheis correctprior to checkingthetags.
The cachetagsand tag matchlogic may then be implemented
with slower, moreefficient circuitry. Mis-speculatiordetection
suffers from an increasedlatency implied by the slower cir-

cuitry. Performances only impactedin the eventof an L1

cachemiss. Without speculationthe tags and matchinglogic

would haveto be fast to avoid a significant performancepen-
alty. The potential power savingsdependson the exactcache
behavior,the amountof logic that wasmovedoff of the critical

path, and the amount of additional logic requiredto recover
from mis-speculation.

Another application of speculationwas referredto briefly in
Section5.2 in the contextof predictingwhen certain circuitry
will be needed.It may be hardto determinewhencertainfunc-
tional units arerequiredandwhenthey may be shutoff to save
power. Insteadof choosingto leavetheseunits on constantly it
may be more appropriateto speculatively power-down such
functional units. Providedthe speculationaccuracyis reason-
able,alargedecreasén powerconsumptiorwould incur only a
smallperformancepenalty. Mis-speculatiorwould be visible as
increasedatencyof the functionalunit. In architecturesvhich
are power-limited (the peak performanceis limited by power



considerations)suchtechniquesould actually allow for higher
performance.

6. Related Work

Prior work on powermodelingof powerdissipationat the archi-
tectural level has been focused almost entirely on dynamic

power. Theoft quotedPyy, = CVc(H is easilyderivedby con-

siderationof a loaded inverter (seefor example[37]). This
metric is often usedto comparethe dynamic power require-
mentsof alternativedesigns. A surveyof more detailedpower
modeling tools was compiled by Blaauw, et. al. [4]. Several
researcherbavereportedmodifying performancesimulatorsto
provide power estimates as well [6, 35].

Reducingpower consumptionin microprocessorss the subject
of activeresearch.Theseworkstendto focuson cachesecause
of the large potentialgainsand easeof modeling[1, 3, 16, 28].
Dynamicpowerreductionin moreirregularstructureds demon-
stratedby efficiency basedargumentswherein the amount of
switching or needlesswork is reduced[5, 11, 19, 32]. Static
powerhasbeenaddressetéh recentwork by Powell, et. al. [22]
which combinescircuit and architecturaltechniquesto reduce
the powerconsumptionin a processor'sache. The cachemiss
rateis usedto determinethe working setsize of the application
relative to that of the cache. Poweris thenremovedfrom the
unused portions of the cache via a gating transistor.

The deviceand circuits communitieshavebeenconcernedvith

increasingstaticpowerfor severalgenerations.Besidesnumer-
ouspublicationsof specifictechnologiesith improvedleakage
characteristicge.g., MTCMOS), severalreviewshavefocussed
on leakagecurrentas an importantconcernin future technolo-
gies. Keshavarziet. al. presentthe variousleakagemodesof

the MOS transistorand identify subthresholdleakageas the
dominantone[15]. De andBorkar projectleakagepowergrow-

ing 5% per generationand concludethat power dissipationand
delivery will be the main barrier to future scaling [8].

7. Conclusion

Static power dissipationdue primarily to subthresholdeakage
will becomean importantcomponenf overall power dissipa-
tion. Technologytrendsare reducingthe transistorthreshold
voltageto achieveperformancearget. While dynamicpoweris

partially offset by the reductionin supply voltage that occurs
during scaling, static power is increasingexponentiallyas the

thresholdvoltageis decreased Static powerwill likely contrib-

ute asmuchto total powerasdynamicpowerin aslittle astwo

technologygenerationaunlessarchitectsconsiderit as impor-

tant as dynamic power when making design tradeoffs.

Modeling static power consumptiorat the architecturallevel is
possibleusing a relatively simple equation(Equation7). The
equationcombinestechnology-basetactors (kigcn V1, and S)
with design-dependemiarametergVcc, N, andKgegign- A sim-
pler versionof the model combinesthe technologyparameters

into a single constantleak . Eachof the parametergs readily
obtainableby projectingtechnologytrendsor performing sim-
ple simulations. The model provides a useful level of
abstractionfor applicationat an early stagein the designpro-
cess. Low-level detail is sacrificed for easeof application.
Secondly,the relative accuracyof model predictionsdoesnot
requireprecisevaluesof technologyparametersvhich may not
be available. Finally, the modelilluminatesvariousapproaches
for reducing the static power dissipation.

Reducing the number of devices used is a straightforward
approachwhenthe performancdoss may be controlledor miti-

gatedby otherfactors. Turning off unuseddevicesis another
way to control power consumptionalthoughthe long restart
latencymustbe considered.It may be possibleto predictsome
eventsfar enoughin advanceto hide this latency. Partitioning
the designinto blocks basedon the latency requirementscan
enableper-block supply voltage tuning or the selectiveuse of

high thresholddevices. High threshold(i.e., slower)devicesare
inherentlylessleaky andreducepowerrequirements.Technolo-
giesthatprovidemultiple thresholddevicesarealreadyavailable
and will become commonplace.

Oneusefulapplicationof slowerdevicesis to the logic usedto
check the correctnessof speculation. This decouplesthe
increasedatencyof the slowerlogic from overall performance
sincethe slowerlogic is on the critical executionpathonly dur-
ing mis-speculatiorrecovery. By using fewer fast devicesto
generatethe speculative result than would be required to
generate the actual result, static power savings are achieved.

Many of the techniquegdescribedo limit static power dissipa-
tion have the side effect of controlling dynamic power
dissipation as well. Reducing the number of devices (N)
directly reducesthe switching capacitance(C) which affects
dynamicpower. In the absenceof clock gating, power gating
hasa similar effectsinceonly powereddevicescontributeto the
switchingcapacitance Usinglower supplyvoltagesin lesscriti-
cal logic blocks alsoreducesdynamicpower. Finally, because
the switching frequencyf is limited by the deviceperformance
(V7), reducingthe frequencywhereverpossiblealso benefits
dynamicpower. In contrast,techniquesfor reducingdynamic
power dissipation(e.g., clock gating) do not generallyimprove
staticpowerdissipation. Consideringonly dynamicpowerdissi-
pation can actually lead to choosinga microarchitecturewith
higher total power dissipation(e.g., one that usesfast, leaky

devices to achieve high-throughput when latency is not critical).

Architectsarein a positionto affect the powerrequirementf
their designs.Giventheability to reasoraboutpower,thearchi-
tect can factor that information in when making trade-offs
betweenalternative designs. Due to the long design cycle,
architectsmustbe consideringpowerdissipationnow to deliver
products which are not unduly constrained by power.
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