1688

IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 24, NO. 6, DECEMBER 1989

A VLSI Chip Set for a Multiprocessor
Workstation—Part I: An RISC
Microprocessor with Coprocessor
Interface and Support for
Symbolic Processing

DAVID D. LEE, MEMBER, IEEE, SHING 1. KONG, MARK D. HILL, MEMBER, IEEE, GEORGE S. TAYLOR,
DAVID A. HODGES, FeLLOW, IEEE, RANDY H. KATZ, SENIOR MEMBER, IEEE, AND
DAVID A. PATTERSON, SENIOR MEMBER, 1EEE

Abstract —This two-part paper describes two key components used in
building a 40-70 MIPS multiprocessor workstation. In the first part, VLSI
implementation of the central processing unit (CPU) chip, based on
reduced instruction set computer (RISC) architecture and with support for
LISP is described. The 1.3-cm*> CPU chip uses a direct-mapped 512-byte
on-chip instruction cache, and 138 40-bit registers organized in eight
overlapping windows to achieve 10 MIPS per processor peak performance
with a 10-MHz, four-phase clock.

The second part of the paper [1] describes the memory management unit
and cache controller (MMU/CC) chip. System-level design issues such as
multiprocessor cache coherency and synchronization among chip sets are
also considered in the second part. Both chips are implemented in a
1.6-pm double-layer-metal CMOS technology, and are being used in a
multiprocessor workstation (SPUR) successfully executing a UNIX-like
network-based operating system called Sprite as well as many applications
including LISP programs.

[. INTRODUCTION

PUR (Symbolic Processing Using RISC’s) is a multi-
processor workstation developed at the University of
California at Berkeley as a testbed for research on parallel
processing, particularly in LISP [2]. The SPUR worksta-
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Fig. 1. SPUR multiprocessor workstation.

tion, shown in Fig. 1, can have 6 to 12 identical processors,
each of which consists of a 128-kbyte cache, a central
processing unit (CPU), a floating-point coprocessor, and a
memory management unit and cache control (MMU /CC)
that assures cache coherency among multiple processors. A
photograph of a fully populated SPUR processor board is
shown in Fig. 2. This paper describes the VLSI implemen-
tation on the CPU chip, a 32-bit RISC multiprocessor.
The SPUR CPU supports a multilevel cache scheme that
includes a prefetching on-chip instruction cache, a copro-
cessor interface, and support for fast execution of LISP
programs through a tagged 40-bit architecture. The copro-
cessor interface uses 27 pins to implement a low-overhead
interface supporting concurrent CPU and FPU operations.
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TABLE I
CHIP STATISTICS

Number of Transistors 115,214

Number of PLA's 13

..

COUNTER, i

Package 208-pin PGA (40 pins for power supply)

Die Size 11.5mm x 11.5mm § PROGRAM ER )

SHIFTER

Process Double-Metal 1.6um N-Well CMOS

UCR'BE

Operating Frequency 10MHz, with 5V supply and at 25°C

Power Dissipation 0.8W at 10MHz with 5V Supply

!

I

£l

[
i
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The chip, implemented in 1.6-pm double-metal CMOS
technology, contains 115K transistors. The chip statistics
are summarized in Table I, and a chip photomicrograph is
shown in Fig. 3. An on-chip clock generator, based on a
charge-pump phase-locked loop with tapped delay line,
provides an accurate phase relationship with the board
clock and also with clock phases of the other chips [3].
Nominal operating frequency with a four-phase nonover-
lapping clock (18-ns nominal per phase and 7-ns nonover- ,
lap time between phases) is 10 MHz (12.5 MHz max, with Fig. 3. Chip photomicrograph.
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a 5-V supply at 25°C). The dual-ported register file and
the on-chip instruction cache, operating at different points
in each cycle, require four-phase nonoverlapping clocking,
A SPUR uniprocessor running LISP programs (Gabriel
benchmarks) at 10 MHz can provide 2X performance
improvement on the average over the Symbolics 3600 or
VAX 8650, according to simulation [4]. A multiprocessor
SPUR workstation with 6 to 12 processors is predicted to
yield a sustained throughput of 40 to 70 MIPS, respec-
tively. A prototype multiprocessor workstation configured
with three processors has been developed. It runs a
UNIX-like network-based operating system called Sprite
as well as many applications.

The organization of the paper is as follows. Section II
gives an overview of the CPU architecture and execution
pipeline. Section III focuses on the hardware required to
implement various features of the SPUR CPU architec-
ture. Section IV describes the design, verification, and
testing methodologies of the full-custom SPUR CPU chip.
Finally, the summary and conclusion are given in Sec-
tion V.

II. AN OverviEw OF THE SPUR CPU
ARCHITECTURE

The SPUR CPU is a third-generation RISC micropro-
cessor developed at the University of California at Berke-
ley. It is specifically designed to be used in the SPUR
multiprocessor workstation. The architecture is similar to
those of previous RISC projects at U.C. Berkeley [5], [6],
but significant new features have been added. These in-
clude coprocessor interface to support floating-point com-
putation, an efficient interface to the MMU/CC, and
run-time hardware tag checking for fast execution of LISP
programs. The instruction set of the SPUR CPU is care-
fully chosen such that an efficient implementation of the
single-cycle execution of all instructions is possible.

Like previous RISC processors, the SPUR CPU is a
load-store machine. Memory is accessed only through
load and store instructions. All other instructions are regis-
ter-to-register or immediate-to-register oriented. There are
four generic instruction types: register-to-register, store,
compare-and-branch, and call-jump. Load and return in-
structions are special cases of register-to-register in which
R, + R, or R; +immediate is used as an effective ad-
dress. The R, field specifies the register to be loaded for
the load instruction type and is not used for the return
instruction type. All instructions (40 integer and 20 float-
ing point) are 32 bits wide and use fixed formats. The
seven instruction formats are shown in Fig. 4. For simplic-
ity of decoder, opcode and register specifiers are in the
same positions in all formats. The three-register format
(RRR) is used for load, register-to-register operations,
special register operations, and coprocessor operations.
The two-register and one-immediate (RRI) format is used
for load and register-to-register operations. Compare-and-
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branch instructions have three slightly different formats
depending on the field specifying the condition.

The CPU registers are organized in eight overlapped
windows (128 registers) and ten global registers accessible
from any window (total 32 registers visible from one
window). The overlapped window scheme considerably
reduces the register save and restore overheads between
procedure calls. Unlike previous Berkeley designs, the reg-
isters are 40-bit registers with 32 bits for data and an 8-bit
tag used for run-time type checking and garbage collec-
tion. The 8-bit tag consists of a 6-bit object’s type tag and
a 2-bit generation number. LISP is supported with three
types of hardware tag checking with traps to a software
trap handler: data type checking for general computations,
pointer type checking for list operations, and generation
number checking for garbage collection based on the gen-
eration scavenging algorithm [7].

The on-chip instruction cache provides the effect of an
extra memory port, allowing simultaneous data memory
reference and instruction fetch by the execution unit (EU).
This leads to a four-stage pipeline (Fig. 5) that eliminates
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pipeline stalling whenever a load instruction is executed.
Consequently, the CPU can issue and complete one in-
struction per cycle (peak performance rate of 10 MIPS per
processor) as long as there are no instruction or external
data cache misses. Branch conflict in the pipeline is re-
solved by a single-cycle delayed branch with one instruc-
tion in the delayed slot. Data conflicts are resolved by
hardware internal forwarding logic.

To facilitate high-precision floating-point computations
and other possible coprocessing capabilities, the SPUR
CPU incorporates a parallel interface to coprocessors. The
floating-point coprocessor interface (27 pins) implemented
in the current version of the CPU chip supports concurrent
CPU and FPU operations. The FPU tracks CPU instruc-
tions issued by the instruction cache in the CPU via 22
pins carrying opcode and register specifiers. The CPU
sends two control signals to the FPU, and the 3-bit FPU
status is sent to the CPU. The CPU treats all FPU instruc-
tions as illegal instructions when the FPU is disabled.
When the FPU is enabled, all FPU instructions except
FPU load and store are treated by the CPU as NO_OP.
For FPU load and store, the CPU computes the effective
memory address and the FPU reads and writes the data
directly from the external cache.

In the SPUR instruction set, a number of special load
(seven) and store (three) instructions are dedicated to
cache control and virtual memory management. Although
these instructions look almost identical to the CPU, appro-
priate cache operations are provided by the CPU to the
external MMU /CC through the MMU /CC interface. The
interface consists of a 4-bit cache opcode, two bits indicat-
ing the mode of operations (user versus kernel and physi-
cal versus virtual), and nine other status bits of both the
CPU and the MMU /CC.

The unusual conditions that the CPU may face at run
time can be divided into four groups. Unusual conditions
detected inside the CPU are called CPU exceptions: inte-
ger overflow, tag checking, window overflow and under-
flow, and so on. Unusual conditions caused by the FPU
are called floating-point exceptions. All other unusual con-
ditions occurring outside the CPU are called faults and
interrupts. Faults occur in response to the execution of an
instruction, while interrupts are asynchronous events that
come from outside the processor (e.g., an 1/0 interrupt).
The CPU responds to exceptions, faults, and interrupts by
taking a vectored trap. There is a priority ordering for
cases when more than one unusual condition occurs at the
same time. Traps can be disabled or enabled selectively by
controlling the 8 bits in both kernel and user processor
status words (KPSW and UPSW).

III. HARDWARE IMPLEMENTATION OF THE
SPUR CPU

The major functional blocks are shown in Fig. 6 and
outlined in the chip photomicrograph (Fig. 3). They are
the execution unit (EU) and the instruction unit (IU). The
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EU is further divided into the upper data path, the lower
data path, and the control. The 30-bit upper data path
contains pipelined program counters and special registers.
It is used for instruction address calculations and special
register references. The 40-bit lower data path is for gen-
eral computation on the tagged registers.

A. The Register File

The SPUR CPU has a total of 138 general-purpose
registers organized in eight overlapped windows and ten
global registers. Thirty-two registers are visible to the
compiler at any one time: ten globals, ten locals, six
overlapped with caller window, and six overlapped with
callee window. Each register is 40 bits wide having a 6-bit
tag, 2 bits for generation number, and 32 bits for data. The
six-transistor (6T) CMOS SRAM cell is used for the regis-
ter cell (single-ended access for two reads per cycle and
differential access for a write) [8]. The layout of a SRAM
cell is constrained by the pitches of the data-path bit slice
and the register decoders (two decoders per register). The
result is a large but fast SRAM cell that does not require a
sense amplifier.

The SPUR CPU architecture is register oriented and
requires two reads and one write per cycle. The register
read and write operations are time multiplexed and
pipelined to minimize the critical path. Bit lines are de-
coded and precharged in the same phase, and the register
array is accessed in the following phase by driving the
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word line. The access time of the register-file read is the
critical path of the chip. It is measured to be under 14 ns
with a 5-V supply at 25°C. For registers in the overlapped
window, a special decoder shown in Fig. 7(a) is used to
map two different register addresses (one from the caller’s
window and the other from the callee’s window) to one
register [5].

In the pipelined execution of the instruction stream,
data interdependencies among instructions in the pipeline
may arise. In the SPUR CPU, these interdependencies are
detected and resolved by the hardware which forwards the
results from preceding instructions to the following in-
structions (internal forwarding) before being written back
to the register file, as indicated by the arrows in Fig. 5. In
the case of a four-stage pipeline like the SPUR CPU, the
data interdependencies may exist among three consecutive
instructions since the write-back stage of the pipeline is
delayed by two cycles after the execution stage. The result
available from each instruction’s execution stage, there-
fore, needs to be stored in temporary registers for two
cycles and then forwarded to the following instructions if
necessary. When both operands are registers, each register
address is compared to the destination register address of
the two preceding instructions. This may result in double
internal forwarding, in that both operands are results of
two preceding instructions and hence supplied from the
temporary registers.
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The hardware internal forwarding logic is in the critical
path of the register-file access, and it must be implemented
without slowing down the cycle time. Like decoding and
accessing the register array, it is also pipelined. Address
comparisons are done in parallel with the decoding of the
register file, and internal forwardings are made if necessary
while the register file is accessed. Four address compar-
isons are necessary to detect all possible data dependen-
cies. The address comparator must be fast to keep the
cycle time short, and it must be compact to fit in the area
between register decoders and temporary registers, as seen
in Fig. 3 (block IF). Bit-wise comparison is done using a
dynamic XOR, shown in Fig. 7(b), and then the outputs are
fed into the domino circuit for an address match. Since
this XOR does not require complementary inputs, the rout-
ing and area required are significantly reduced. A special
multiplexor, shown in Fig. 7(b), is used to minimize the
signal delay through the internal forwarding logic that lies
between the register file and the functional unit. If internal
forwarding is necessary, the bus from the register file is
disconnected by the transmission gate, and the bus to the
functional unit is driven by the temporary register. The
access time of register-file reading (14 ns) includes the
delay through the internal forwarding logic. '

B. The Instruction Unit

The SPUR IU contains 128 instructions (512 byte), is
direct-mapped (16 blocks of eight instructions per block),
and is addressed by virtual addresses. A novel feature of
the SPUR instruction cache is a valid bit associated with
each instruction word in the cache so that any subset of
instructions within a block may be valid. The SPUR IU
uses this flexibility to reduce demand miss time by loading
only the fetched instruction rather than the entire block
and to permit instruction prefetching to load the rest of a
block in parallel with subsequent instruction fetches [9],
[10]. If subsequent prefetches are successful, the miss
penalty is just two cycles (loading the first instruction) for
the entire block containing the missed instruction.

The IU can operate in three different modes: 1) dis-
abled, 2) enabled without prefetching, and 3) enabled with
prefetching, controlled by two bits in the KPSW. In the
disabled mode, the IU fetches every instruction requested
by the EU from the external cache. The disabled mode is
useful for initial chip testing and for allowing chips with
stuck-at-type errors in the cache or tag array to function
correctly, albeit more slowly. In enabled-without-prefetch-
ing mode, the TU will cache instructions upon demand
misses but will not initiate any prefetches.

The normal mode is the enabled with prefetching. After
the missed instruction is cached, prefetches are made to
subsequent words within the block until another demand
miss occurs or prefetch is blocked by the EU’s external
data access. These prefetches are “free,” as they never
interfere with external cache accesses, such as instruction
fetch and external data reference, by the EU because
prefetch has the lowest priority. If prefetch causes an
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external cache miss, the cache controller simply ignores the
request.

The instruction unit is controlled by two finite-state
machines: one controls the fetching and the other controls
the prefetching of instructions. Two finite state machines
and other random control logic are partitioned into the
total of six PLA’s considering the timing constraints. The
same 6T SRAM cell used in the register file is used in the
IU, except it is accessed differentially for both read and
write. The data portion of the cache is an array of 128
words. Associated with each entry are a 32-bit instruction
word and a valid bit. The tags are stored in a separate
array (16 24-bit words) whose access time is significantly
faster than that of the data array. This allows the tag
comparison to be done while the instruction is being read
out from the data array. Bit-wise comparison using an XOR
gate is used for tag comparison and is followed by dy-
namic logic to determine a hit. The effective access time of
the instruction cache including hit logic is under 12 ns (5-V
supply at 25°C) without using a sense amplifier.

C. The Data Path

The data path is divided into two parts: the upper data
path for program counter logic and special registers, and
the lower data path for general computations on tagged
registers. Functional units in the lower data path include a
byte extractor, a byte inserter, a simple shifter that shifts
up to 3 bits, and an ALU. The ALU provides XOR, OR,
AND, ADD, and SUBTRACT operations and comparison for
two 32-bit operands. The upper data path consists of a
number of program counters to hold instruction addresses
in the pipeline, an address incrementer and adder, and
special registers such as window pointers and processor
status words. All registers and counters are made of
pseudo-static latches, such that each register is refreshed
once per cycle. This is necessary because an indefinite
pipeline stall is possible due to a long external cache miss.

In the SPUR CPU, compare-and-branch instructions are
executed in one cycle with one delay slot. A separate adder
in the upper data path calculates the target addresses for
all the compare-and-branch instructions while the ALU is
used for the comparison. Two different adder designs are
employed. The 32-bit ALU uses four 8-bit carry lookahead
adders implemented in domino logic, and evaluates the
carry within 11 ns (5-V supply at 25°C). The 30-bit ad-
dress adder is more compact because it uses a Manchester
carry chain which has a carry propagation delay of 13.5 ns.

The upper 8-bit slice of the lower data path is for
tag-related operations. Operations on the tag and the data
are logically independent, that is, no information moves
between the two parts by carry propagation or any other
implicit mechanism. For operations, the 6-bit tag type is
checked in parallel with the data operation. If there is a tag
mismatch and the tag-trap enable bit is set in the UPSW,
the CPU traps to the software. Generation tag checking (2
most significant bits) is done when a special store instruc-
tion (ST_40 Ry, Ry, Immediate) is executed. A genera-
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TABLE II
CRITICAL PATH TIMING
phase | operation critical patht
phil Register file - read 14.0 nsec
phi2 Instruction Cache - fetch 12.0 nsec
phi3 ALU - 32b carry propagation 11.0 nsec
phi4 Address adder - 30b carry propagation 13.5 nsec

1 with 5V supply and at 25 °C

tion tag exception may occur if the object (Rg,) with a
higher (younger) generation number is stored into the
object (Rg,) with a lower generation number [7]. The
read_tag and write_tag instructions move a tag to and
from the data portion of a register using the byte-extractor
and the byte-inserter, respectively, so that any arithmetic
or logical operations may be performed on it.

To reduce the chip area and improve the circuit speed,
domino logic {11} is heavily used in the design. Potential
charge-sharing problems are prevented by careful layout of
the critical nodes (parasitic capacitance on critical node is
intentionally made much higher than adjacent nodes possi-
bly sharing charge). The SPUR CPU has seven major
buses to provide communications both externally and in-
ternally. Some of these buses have high capacitive load-
ings, and hence precharging is used to improve the speed
of data flow through the highly capacitive buses. The
high-capacitance bus is precharged to high before being
used and discharged conditionally through a strong NMOS
pull-down network. This not only reduces the signal delay
through the bus but also minimizes the chip area required
for a strong, large driver. Some logic function may be
included in the pull-down network as well, further saving
the chip area. The four-phase clock made it easier to
implement these dynamic circuits since precharging can be
hidden and well separated from the evaluation phase.
Precharging current can also be somewhat distributed over
several phases, reducing the current spikes. Critical paths
of the data path, register file, and instruction cache are
summarized in Table II.

D. The Control

Four-phase clocking and a uniform four-stage pipeline
for all SPUR integer instructions make the control section
of the CPU relatively simple. The SPUR CPU uses inter-
nal instructions to handle pipeline interrupts, rather than
requiring complex sequences for those exceptions. These
internal instructions are issued by the control unit when a
cache miss (miss) or trap occurs (trap_call and read_pc).
The use of these internal instructions further simplifies the
control design because they are handled by the EU as if
they are regular user instructions.
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The control can be divided into three parts: master
control, trap logic, and the interface to the MMU /CC.
The latter two are separated out from the master control to
simplify the control design. Trap logic detects all unusual
conditions during the pipelined execution of an instruc-
tion. All traps are taken during an instruction’s third
pipeline stage, and hence only one instruction can cause a
trap in any cycle. The MMU /CC interface logic generates
cache opcodes according to the current instruction and the
status of the CPU. It also buffers signals to and from the
MMU /CC.

A block diagram of the master control is shown in Fig.
8. A centralized master control unit controls the processor
sequencing and decodes the opcode into high-level control
signals. Local random logic blocks then decode the high-
level signals into low-level signals. They also provide
buffering of the low-level signal according to the loading
requirement. All signals controlling the data path are indi-
vidually optimized to have equal delays relative to the
clock edges. The separation of master control and local
decoding /buffering significantly reduces the amount of
routing between those two blocks, particularly in CMOS
design where complementary signals are required in con-
trolling the data path.

Most of the control logic in the SPUR CPU is imple-
mented in static PLA’s. The largest PLA is the one that
decodes the opcode. It has 69 product terms with 40
outputs. The simulated propagation delay through this
PLA is about 15 ns, well below the required timing of two
phases or 50 ns. All PLA outputs are evaluated once per
cycle and need to be held in registers until the next cycle.

IV. DESIGN, VERIFICATION, AND TESTING
METHODOLOGY

Methodologies employed in the SPUR CPU design have
been influenced by the following two themes of the SPUR
project: 1) an overall system-wide rather than local opti-
mization, and 2) designing a chip for a working system
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rather than an experimental prototype chip. Consequently,
methodologies became very important since the chip being
designed must meet all the functional requirements set for
the system design as well as performance goals.

A. Design Methodology

The design strategy incorporated both top-down and
bottom-up approaches. The top-down flow was as follows:
architecture definition, instruction set design, microarchi-
tecture design, and a detailed functional /behavioral de-
scription of the hardware. The bottom-up flow was the
circuit design of basic components, the layout of basic
cells, the assembly of major blocks using those cells, and
the global placement and interconnections. Both ap-
proaches were taken in parallel from the beginning, in
order to achieve the highest performance for given technol-
ogy and system design goals. For instance, many microar-
chitecture decisions were made after the feasibility of a
given hardware resource was carefully considered. Division
of design tasks followed the same hierarchical boundaries
of design abstractions: architecture and instruction set
design, microarchitecture design, and VLSI implementa-
tion. One- or two-person groups were formed to take
responsibility for each design level. Close interaction
among different groups was necessary to make clean inter-
faces among themselves and design specifications.

Most of the CAD tools used in designing the SPUR
CPU chip were developed at Berkeley, except those for the
behavioral level design. The detailed design started by
describing the behavior of the chip and its interactions
with other components within the system. The functional
behavior was written in ISP’, a hardware description lan-
guage, and simulated using the N.2 simulator [12]. Most
parts of the control design were done using a set of CAD
tools that automatically synthesizes the behavioral descrip-
tion of combinational logic into a PLA [13], [14]. Other
parts of the control logic (sequential) and data paths were
designed manually but aided by another set of tools. These
two approaches are diagrammed in Fig. 9. For the auto-
mated synthesis path, only those parts of the hardware
description containing combinational logic can be synthe-
sized. For the manual part, logic and circuit design were
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done first for each block followed by layout. Layout was
done using an interactive layout editor, Magic [15], with
background design rule checking and hierarchical extrac-
tion. The extracted layout, a switch-level description of the
chip, was simulated using bdsim, a switch-level logic simu-
lator [13].

Timing analysis was done before layout, to make early
trade-offs among the many alternatives, and again after
layout, to perform exact timing analysis with all parasitics
correctly annotated. To estimate critical paths more accu-
rately, and thus to determine the minimum cycle time, a
test chip containing a register file with internal forwarding
was fabricated and tested [16]. The measured critical path
(register-file read) was below 18 ns, and this encouraged us
to set the cycle time goal at 100 ns.

B. Verification Methodology

The verification methodology was constructed following
a bottom-up approach. As each individual module was
designed, a small set of handwritten test vectors was used
to perform switch-level simulations on the extracted lay-
out. Once individual modules were verified, they were
connected and simulated together until the integration
reached the highest level division: execution unit and in-
struction unit. Test vectors up to this point were small and
easy to generate by hand, since the test sequences required
to verify operations on these units separately were rela-
tively simple. After all major blocks were integrated, the
verification effort was directed at both functional and
switch levels.

Functional simulations were performed not only on each
major component, to verify its internal functions, but also
on the external system level, to verify interactions among
major chip sets. The diagnostics for the functional simula-
tion were coded in SPUR instructions, and an instruction-
level simulator called Barb was written to debug the
diagnostics. The diagnostics were intended to be stored in
a start-up ROM on the processor board. The N.2 system
provided simulated memories that could be used to model
ROM or other types of memory. Therefore the diagnostics
were assembled and loaded into the simulated memory.
When the N.2 simulation was started, it was forced to go
through a series of start-up sequences, making the CPU
begin fetching instructions from the simulated ROM con-
taining the diagnostics. The diagnostics were then executed
to completion or failure. The same ROM image was used
to program EPROM’s to be used for on-board testing of
the chip.

Running extensive simulations on the hardware descrip-
tion verified many design ideas and functionalities, but it
was still necessary to extract and simulate the layout of the
entire chip. The extracted description is almost guaranteed
to accurately model the real chip. However, developing
tests and examining their results for a complete switch-level
simulation would be very difficult. To minimize the re-
quired work, the functional simulation was used to drive
the switch-level simulation while automatically verifying
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TABLE III
DiAGNoOsTICS
diagnostics test vector length (cycles)
CPU functions 13,113 (24%)
MMU/CC interface 16,356 (29%)
FPU interface 1,543 ( 3%)
Lisp tags and traps 8,675 (16%)
Boot-up diagnostics 15,829 (28%)

that the two match at every clock cycle. Fortunately, the
N.2 simulator provides a “tracing” capability that logs all
changes to a specified set of signals into a file. By tracing
all inputs and outputs of an N.2 module, it is possible to
obtain a set of switch-level test vectors automatically.
These vectors along with expected results on output nodes
are fed into the switch-level simulation. The switch-level
simulator bdsim sets the input nodes according to the
timing and vectors specified and verifies the output nodes
with the expected results. Any unusual condition is
recorded so as to be used in debugging.

A problem may arise because functional simulation and
switch-level simulation may show different results under
unusual states, such as unknown and initial states. For
example, the functional simulator initializes all nodes to
zero, while all nodes are initially set to unknown in the
switch-level simulation. When the chip is tested, neither of
these initial conditions is correct. To alleviate this prob-
lem, all internal states are initialized explicitly in the
simulations.

In order to have a working system rather than merely a
prototype chip, all aspects of the design had to be verified,
especially the interfaces to external chips. Table III sum-
marizes the diagnostic vectors simulated in both functional
and switch-level simulations. These vectors are mainly for
the CPU chip. Additional system-level verification was
done using extensive functional simulation, and is further
discussed in the companion paper [1].

C. Testing Methodology

Several features were incorporated into the SPUR CPU
chip to increase its testability. Passive scan registers are
attached to all major buses to increase observability. Any
signal put on these buses can be scanned out for examina-
tion. All major blocks are connected and communicate
through these buses, so the diagnostics capability is greatly
improved. Many signals, like state bits of finite state
machines in IU and the LSB’s of the instruction address
bus (busPC), are also routed out to pins to help determine
the status at any time. The CPU sends out an instruction
every cycle to the FPU (via busl). This enables us to
monitor the instruction being executed including internal
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instructions. The IU and the EU can be physically sepa-
rated by setting certain diagnostic pins. Using these fea-
tures, instructions can be delivered directly to the EU, in
case the instruction unit is not functional, by monitoring
the instruction address (busPC(10:2)) available on pins.

Initial testing was done on a special board made for the
SPUR CPU chip. The Tektronix DAS 9100 system was
connected to the board and controlled from a SUN work-
station. The same vectors used in the switch-level simula-
tions were converted into test vectors. For short testing,
test vectors were downloaded to the DAS and executed. A
special setup was necessary for long-cycle testing, since the
DAS can hold at most 256 cycles of test vectors. Long
vectors were divided into several parts to fit in the DAS
capacity. The division was made at an instruction access-
ing memory (external cache), and the CPU was deliber-
ately made to stall on cache miss by controlling the
MMU /CC interface pin (cache busy) while the next por-
tion of the vector was being downloaded. All signals
acquired during the testing were transferred back to the
SUN workstation for a cycle-by-cycle verification against
the expected result. Most of the CPU functionalities were
tested using the special test setup rather than the real
processor board. After the debugging was done, the CPU
chip was put on a SPUR processor board to test interac-
tions with other components on the board, especially with
the MMU /CC.

D. Results

First-pass silicon had a few bugs, including circuit de-
sign, layout, and timing errors, but it worked well enough
to be used for initial debugging of the processor board.
The layout errors discovered were well and substrate con-
tacts misplaced onto signals rather than power-supply lines.
These effectively shorted the signal to either the ground or
the power line, resulting in a stuck-at type fault. This fault
was not detected in switch-level simulation because the
well was not explicitly drawn in the layout (Magic layout
editor {15]), hence the layout extraction did not properly
handle well or substrate contacts. Some of these errors
were corrected by isolating the misplaced contacts from
the power supply using a laser restructuring technique
provided by the Information Science Institute (ISI). Either
first-level or second-level metal can be disconnected by
using a laser shot through the passivation layer. The sec-
ond-level (topmost) metal lines with a width of 3 pm were
cut successfully without affecting nearby structures. Other
problems found were timing errors and glitches on signals
controlling the dynamic circuits. The glitch was caused by
excessive ringing on clock lines. The long clock lines (10
mm) had parasitic inductance and capacitance large enough
to cause a substantial ringing, which triggered a hazardous
glitch.

Several electrical-rule checks were performed to avoid
repeating the same errors for the second pass. However,
there was still another layout error discovered after the
second fabrication. A portion of metal wire was missing,
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leading to a disconnected signal. A focused-ion-beam (FIB)
IC development system, provided by the Seiko instrument
company, was used to fix the problem. Two holes were
drilled on separated wires through the passivation layer to
reach the metal lines, using an ion beam, and connected
using FIB chemical vapor deposition (CVD) metal film
deposition between the two points. The collection of re-
vised and repaired chips was found to be functional. These
chips are currently used in the multiprocessor workstation
configured with three processors, successfully executing
the operating system (Sprite) as well as many applications
including LISP programs. The nominal operating fre-
quency of the chip is 10 MHz, while the maximum operat-
ing frequency is 12.5 MHz (80-ns cycle time), with a 5-V
supply at 25°C.

V. SUMMARY

The SPUR CPU is a single-chip RISC microprocessor
designed for a multiprocessor workstation. It supports a
multilevel cache scheme including a prefetching on-chip
instruction cache, a coprocessor interface, and support for
the fast execution of LISP through a tagged 40-bit archi-
tecture. In order to build a working computer system
based on the SPUR CPU chip, reliable and efficient
methodologies were necessary throughout the design. The
chip, fabricated in a 1.6-pm double-metal CMOS process,
works well in a multiprocessor system prototype, meeting
both functional and performance goals set at the initial
stage of the design. It runs at 10 MHz consistently for all
programs and dissipates less than 0.8 W (5-V supply) of
power.
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