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ABSTRACT

It is shown that finding a solution to a linear vector optimi-
zation problem which is efficient with respect to the constraints as
well as to the objectives is equivalent to solving a single linear

program.
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We are concerned here with the pair of inverse vector optimiza-

tion problems that were introduced in [3]:

Definition (IVP) Given the matrices CeRP™ and DR, find

vectors aeRp, beRY (if they exist) such that

jo3)
it

vector max {Cx|Dx<b, x>0} (1)
(IVP)

o
)

vector min {Dx|Cx>a, x>0} (2)

or equivalently find vectors x], x2 € Rn, aeRp, beRY

such that
a = cx, bx'<b, x'50, FxeR": Dx<b, x20, Cx>Cx 1)
(IVP) |
b = sz, Cx%iag x?z@, xeR™: Cx>a, x>0, ngsz (2")

where the vector ordering > means that at least one strict
jnequality must hold between the vector components.

Taken separately each of problems (1) and (2) is the well
known linear vector optimization problem and for which a number of
algorithms have been proposed [6,2]. Taken together problems (1)
and (2) constitute the inverse vector optimization problem IVP in
which the vector maximum a (minimum b) of one problem is simultaneously
the right hand side of the constraint of the other problem. Hence IVP

having a solution (a,b) simply means that the vector a 1is maximal



for problem (1) given b, while b is a minimal vector among those
which yield this level of the objective in (1). Results on existence,
duality, geometry and computation for this problem are given in [3].
The main purpose of this work is to show that a solution to the in-
verse vector optimization problem IVP can be obtained if and only if
the following Tinear program is solvable for some arbitrary nonnegative

. n
vector xO in R

Max (eTC - eTD)x
. 0
subject to Dx < Dx
(LP) Cx > OxV (3)

x >0

where e 1is a vector of ones in the appropriate Euclidean space.
This Tinear program is similar to that proposed by Ecker and Kouada
[2] for solving the single linear vector maximization problem (1).
We state and prove our principal result now. (Parts (ii) to (iv)
of the Theorem have been given in [3] and are included here for

completeness.)

Theorem The following statements are equivalent

(1) IVP is solvable



(ii)  There exists (X,a,b)eR"P*4 such that

Qo
i

Cx = vector max {Cx|Dx<b, x>0}

b = Dx

H

vector min {Dx|Cx>a, x>0}

n+p+q+p+q

(iii) There exists (Xx,u,v,a,b)eR such that

a = Cx, b = Dx, x>0, CTu;;DTv, blv = a'u, us0, v>0

(iv)  There exists (u,v)eRp+q such that CTu:; DTv, u>0, v>0.
(v) There exists XeR(p+q) X (p+a) such that

(I+X) {'B):; 0, X>0

(vi) For some arbitrary nonnegative xoeRn, x solves LP.

(ii) = (i): By (1) and (2).
(ii) = (i): Let X solve (1). Hence a = Cx and x is feasible
for problem (2). If Dx<b, then we have a contradiction to
the assumption that b 1is the vector minimum value of (2).
Hence Dx = b.
(i1) = (iii):
X e R": a=Cx, b=DX, x>0
(ii) < ﬁXeRn:DXéb,X;O,CX>a
ﬁ& e R": Cx>a, x>0, Dx < b

I
I
|



X e R":a =Cx, b=DX, x>0
= ‘XQX,C) € Rn+]: Cx -ag >0, - Dx + bz >0, x>0, >0
}f(x,c)eRnH:Cx—ac;O,-Dx+bz;_>_0,x 0, >0
Ix ¢ R": a =Cx, b=DX, x>0
= 3(u,v) e RPHA, cu - DTV:i 0, aly + blv <0, u>0,v>0
J(u.v) e BP9 cTu - DTy <0, -alu+bv <0, uz0,v>0
(By Slater's theorem of the alternatives
[5, Theorem 2.4.1] and the fact that a = CX,
b=DX, x>0 and Clu-Dv<0,-alu+blv<o,
u>0,v>0 are mutually exclusive.)
//32 ¢ R": a=0CX, b=DX, X 20
= ptq. T T T T
\\3(U,V) e R Cu<Dv,bv=au,u>0,v> 0
(The equality bTv = aTu follows from bTv <au
and blv - alu = 3 (0"v-cTy > 0.)
(vi) = (iii): Let xO be some arbitrary nonnegative vector in R"

9

let ; solve LP and let (G,G)eRp+q be the corresponding optimal

dual variables. Then X, u, v satisfy the optimality conditions [1]

DX ;:on, CX ;:Cxo, X > 0, D'V - ¢’ i:CTe - DTe, u >0,
iTo(x-x%) = 0, iTe(x=x%) = 0, X'D'(V+e) = 7T (Gve)

By setting X

(iii) is satisfied.

X, W =ute,V

~

v t e,

a

v >0,

(4)

cx and b = DX



(vi) <= (iii): For any arbitrary nonnegative xO i Rn,

in LP is

feasible (take x=x0) and (iii) implies that the dual to LP [1]

Min (VTD - uTC)x0

T
subject to DTv - CTu 3:CTE -De

v, u>0

is also feasible. Hence LP 1is solvable.

(iv) <+« (vi): Because LP is feasible for any nonnegative xO in
Rn, and (iv) is equivalent to dual feasibility, it follows that

(iv) and (vi) are equivalent.

(v) = (iv):

. F(u,v,z) « RPFAHT
(iv) =

Tv:i O, u-eg>0,v-e>0,z>0

P n, Cx
<;Z¥ e R: {—Dx} >0, x>0

—CTu + D

(By Motzkin's theorem of the alternatives

[5, Theorem 2.4.2])



-6-

= <§X:i 0, -Dx >0, x>0 = -Cx >0, Dx > €>
=  C=XC-XD+X,, D=X,C- XD+ Xg

for some X], X2, X3, X4, X59 X6 >0

(By (2") of [4]))

= (I+X]) C < X505 X,C < (I+X;)D
X

Xe > 0

for some X], X2, 4° 5

= (14X ['g) >0, X>0

for some X ¢ R(PFAIX(p*a) O
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