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1. Introduction.

Let X and Y be Banach spaces, P a twice continuously Frechet
differentiable mapping of some open convex subset Q’ of X into Y, and
I' (x) a linear mapping of Y into X for each x €, depending continuously
on x . Many authors [ 1,3; see 2 for extensive bibliography] have con-

sidered Newton-like iterations of the form

(1) X = x - I'(x)Px) , X given ,

to compute a solution to the equation P(x) = 0 , Generally speaking, one
needs to have I' (x) sufficiently near to [P° (x)]--l to assure convergence;
I'x)=z [P (x)]nl leads to the usual Newton method. To imitate the pure
Newton method well, it would appear that T (x) should be near to a left
inverse of P'(x); known theorems however show that in fact the crucial
requirement is for T (x) to be nearly a right inverse of P'(x), a fact clearly
noted in [3]. In this short note we wish to point out that a type of convergence
theorem can be stated even for I' (x) nearly a left inverse, although the
theorems do not contain the usual nearly computable error bounds and exis-

tence proofs one is accumstomed to seeing in this field.
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2. Results.

Theorem 1. Let x* € Q satisfy P(x%) =0 . Suppose |[I-T" (x¥)P'(x*)||
= §< 1. Thengivenany r € (0, 1- §), there exists a neighborhood U of
x% in  such that if X;’l, n=20,1,... and XO are arbitrary points in U,

the extended Newton~like iteration

2 = - x' )P , =0, ... i
(2) an Xn r (Xn) (xn) n converges ito the solution

x* with rate of convergence given by || X - x¥| < (5+ " I Xy~ x*| .

Proof: Given r € (0, 1 - ), there exists a spherical neighborhood U
of x* in Q such that |[I- T'(wWP'(v)||= s+r for u,veU, since I'(x)
and P'(x) are continuous. If X Kys e e X € U, then Xpil is defined and
= T (xp)P(xp) = (% -~ T (xp)P(xH)) , 80 | %

= % I

I Xp x¢| |1-T (X;Q)P' (x%* + N (xR -x¥))|, 0<& <1, andhence

I Xp4l " x*|| = (5+ 1) Xp = x#|| < | Xp = x*| , implying Y and also

giving the error bound. Q.E.D.

The two special cases x'n =X, or x'n = Xg yield the standard
Newton-like and so called modified Newton-like methods. Newton's method
itself is known to converge quadratically; following [3], it is possible to
state sufficient conditions for the iteration (2) to converge more rapidly than

given by the preceding theorem.






Theorem 2. Let [[P"(x)|| =X , [I(x)| =K, for x e, and let
x* € O satisfy P(x*) = 0. Suppose [I-T (x¥)P'(x¥)||= s 1; let

> - 1 ' . N
6, % | I F(xn)P (xn)H and suppose that b, satisfies g1 S O

1< p = 2. Then for a sufficiently small spherical neighborhood U of x%,
the Newton-like sequence (2) and 5, are well defined, and x =~ converges to

x* with order of convergence at least equal to p, 1i.e., there exists an

E-I;l'i'l -1
A, <1 such that “Xn - x¥| = “XO - x| A, P -1
Proof: For a small U, the sequences exist by Theorem 1.
“ an - x*n = H Xn - x% - T (_x'n) [P(Xn) - P(x*)] ][

=“xn—x*~ (x1 )P (x ) (x = x*) + %FWQP%ﬁ$+b&*—XQ)

(e = x|

o s af, Z
for some & € (0, 1). Hence | Ko~ x*| = 5, | X - %% + M | X - x%||

1
where M == K, K,; for convenience write e_ = ||x_ - x*||, so
2 1 72 n n
2 . .
en+1 < 51’1 en + 1\/Ien . By choosing U smaller if necessary, we can assume

e <1, g.+Me, <1 hence e <1, § +Me < 1 forall n. Therefore
0 0 0 n n n

p_ _ p-1 p-1
< = = ° - S
en+l - 5n en + Men An en’ An 61’1 * Men An+l 5n+l + Me n+l
p p-1 P p-l p-1_ p p-l p p-l p
= = - =55 - + A
O * M[An en] O * An Men Op * An (An 6n) o An O n
p-1_ _ p-l < P - P _ P
< = - < - — < - + = A s
Now 5, < An > An 5 > An+l 5, =6 5, An 0 and
l
n Q_n_i:TL
hence A =< AP | 1t follows that e <=e_ A P~ . Q.E.D,
n 0 n 0 0






If T'(x) is a left inverse of P'(x) and x'n =X then &y = 0 and

the above theorem states that, asymptotically, quadratic convergence occurs .
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