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1 PRELIMINARIES

This document covers the basicsfor using Paradyn:how to start Paradyn,run an application,
view its performancealata,andrun the Performance&onsultanto automaticallyfind performance
bottlenecksn theapplication.Severalsimpleexampleapplicationprogramscomewith the binary
distribution of Paradyn.You canobtainParadynandthe testprogramgbinariesandsources)y
anorymousftp to gri | | ed. cs. wi sc. edu. For more information on obtainingand installing
Paradyn, including setting necessaryiesnment \ariables, see thiéaradyn I nstallation Guide.

This tutorialis providedin two parts.Thefirst partcoversthe basicuseof Paradynjts visual-
izersand PerformanceConsultantusinga simple sequentialC application(bubba). This is fol-
lowed by an additional tutorials for MPI (decomp, also provided in appropriate binary
distributions),which may not be availableon all systemsor relevantto all Paradynusers.While
thereis someredundang betweerthe MPI tutorial andthe basictutorial, it considerdMPI--spe-
cific functionality of Paradynandadditionalexamplesof the useof ParadynvisualizersandPer-
formance Consultant with message-passing programs.

1. Note that some of the color figsrin this document may be unclear when printedag-gcale
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2 COMMON TUT ORIAL - BUBBA_SEQ

This first tutorial sectioncovers the basicuse of Paradynwith a simple sequentialapplication
(bubba) provided aspartof the Paradynbinary distribution for every platform Paradynsupports.
This commontutorial sectionis an introductionto Paradynandits capabilities,which will be
elaborated in the folleing section with additional functionality for MPI applications.

2.1 Running an application

Paradyncan startan applicationon the local or remotemachine.The standardoutputanderror
messagesf the applicationare displayedin a separatderminalwindow. The information dis-
played can be sad to a file.

2.1.1Start Paradyn and define the application pocess

Paradyn can be started by entering the foilg command at a command prorﬁpt:

% par adyn
Paradynwill startrunninganddisplaythe ParadynMain Controlwindow (Figurel) andthebase
Where Axis window (Figure2). The statusline in the ParadynMain Control window (labeled

“UIM status”)indicatesthat Paradyns userinterfacemanagets ready This meanghatParadyn
is now ready to load and run the subject application program.

Paradyn Main Control
| s
File  Setup  Phase  Visi Help ‘

UIN status : ready

Figure 1: Paradyn Main Contr ol window.

To describean applicationto Paradyn,selectDefine A Process from the Setup menu.This
will causea dialogto appearthatwill allow you to specifythe parametershatare necessaryor
Paradynto startyour applicationprocessThis dialogis shavn in Figure3. To describethe appli-
cationandits ervironmentto Paradyn thefollowing shouldbe specifiedn the Define A Process
dialog:

1. User: Thelogin nameon the hoston which Paradynwill startthe applicationprocessin this
examplewe left the User field blank, which meansthat the login will have a value of the
users current login name.

2.0n Windows NT, the command prompt is accessible via the “Command Prompt” item in the Start menu.
Alternatively, the command may be issued from the “Ruitem in the Start menu. In both cases, the
PATH ervironment \ariable must include theokler in which the Bradyn gecutable faradyn.exg
resides in order foraadyn to run.
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Selections MNavigate  Abstraction

I Whole Program
Code [ 2
Machine b

SyncObject »

Vi= =

=earch:

Click to select; double—click to expand/un—expand

Shift—double—click to expand/un—expand all subtrees of a node

Ctri-double—click to select/un—select all subtrees of a node
Hold down Alt and mowve the mouse to scroll freely

Figure 2: Paradyn base Where Axis.

2. Host: The host on which Paradyn will start the application process. A blank value will default
to the current host (the one on which Paradyn is running).

3. Directory: If the host on which the application is to be started is different from the one on
which the Paradyn process is running, then the current directory on the remote machine is the
home directory of the user specified in the User entry. The Directory field allows you to spec-
ify a different working directory for the application process. In this example, Paradyn will

change to /p/paradyn/demo/Paradyn/bubba_seq/@PLATFORM before starting bubba.3 Note
that the path specified in thisfield is interpreted on the host specified in the Host field, which
is not necessarily the host on which Paradyn is running.

4. Command: This entry takes the command that will start the application program. In this
example we have entered “bubba  ../dat/example5” , Which specifies the executable file
(bubba) with one command line argument, ../dat/example5 , theinput file.#

5. Daemon: This option allows you to specify which version of the Paradyn daemon to run.

Since thisis a sequential application, the defd daemon is selected. If the application is to be
run under Windows NT, the winntd daemon should be sel ected.

Once thefields of the Define A Process window have beenfilled in, click on the Accept but-

3. To simplify thistutorial, the macro @PLATFORM used as shorthand for the environment variable
PLATFORMpecifying the processor-vendor-OS tuple for this host/executable. Paradyn’s input parser
currently doesn’'t make the appropriate environment variable substitutions itself, therefore, you must
manually substitute the appropriate information. (Alternatively, filesystems such as AFS may permit def-
inition of asymbolic link called @PLATFORM achievethisillusion.)

4. On Windows NT, the bubba executable is called “bubba.exe.” Also, note that if you choose to use back-
slashes instead of forward slashes, they must be escaped in the Command field on Windows NT. For
example, to run the bubba executable located one folder up from the folder specified in the Directory
field, the command would be “..\\bubba.exe ..\\..\\dat\\example5”.
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ton, and Paradyn will start your application process. This step can take anywhere from severa
seconds to several minutes as Paradyn examines and starts your application, depending on its size,
the load on the machine, network connection speed, etc.

Define A Process
User:
Host: (grilled
Directory: /pfparadym/dermo/Paradyn/bubba_seq/@PLATFORM

Daermon: 4 defd winntd mpid

Command: [bubba .. /atfexampleq

ACCEPT A NCREL

Figure 3: The Define A Process window specifying bubba application process

2.1.2 Starting an application process manually

After an application has been defined, the Paradyn main window will contain more status lines,
and the Where Axis will contain more entries. The new status lines provide information about
Paradyn and your application process. These are shown in Figure 4 (which shows the Paradyn
Main Control window after it has started running the application).

The following status lines are for the application process:

1. Application name: The name of the application program (bubba or bubba.exe), the name of
the machine (grilled), the name of the user (self), and the name of the daemon (defd)

2. Processes: A list of the process IDs of al the processes in the application. In this example,
thereisone pid (18904) corresponding to the process started on host grilled.

3. Application status: The current status of the application program (either RUNNING,
PAUSED, or EXITED).

4. grilled: Status lines for each host. Once the application starts running these will display the
status of each host (running, paused, or exited).

The new status line for the Paradyn process (Data Manager) displays the state of Paradyn’s Data
Manager.

Now that Paradyn has had a chance to examine the program executable(s), it is able to add
entries to the Where Axis. The new entries in the Where Axis correspond to resources that can
only be obtained when the application process has been defined and started. These new entries
include modules and procedures in the Code hierarchy, and machine names in the Machine hier-
archy. Figure 5 shows the Where Axis with these new resources added. The Machine hierarchy
contains the machine“gri | | ed. cs. wi sc. edu” under which is the process “bubba{ 18904} ", and
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Paradyn Main Control
ara
File Setup  Phase  Visi Help \18
UIH status : readp
Application name : program: bubba, machine: ¢local hosth, wser: (zelf), daemon: defd
Application status -
Data Managexr : readp
Processes : PID=123504
.gr.i_l_l.ed : PID=184904, readn.

RUN | FPALSE | EXPORT | EXIT |

Figure 4: Paradyn Main Control window with bubba loaded and ready torun

the Code hierarchy contains several new entries corresponding to a source code modules. Double-

Selections  Navigate  Abstraction |

I ‘Whole Program|

Code | Machine| ‘ Syn-::()bject|

| partition.-:| | grilled.cs.wisc.edu|

"/ ™

Search: |

Figure5: Where Axis after the bubba application processisloaded

clicking on nodes with a triangle on their righthand edge expands them to show the nodes they
contain; double-clicking on a head-node folds it into its parent node. Single-clicking on nodes
(including head-nodes) will be used later to select (sets of) resources for metric foci. Locating
particular nodes can be achieved by typing a search string in the labeled field and then enter.

At this point, Paradyn is ready to start running the application. You can now select the RUN
button from the Paradyn Main Control window to start executing bubba, or alternatively first
define some performance measurements and/or views before running it (as described in the fol-
lowing sections). Once execution has commenced, the PAUSE button can be used to temporarily
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halt it and RUN will resume execution. Note, however, that execution can only be resumed from
the current point and not from the start (without exiting and restarting Paradyn).

2.1.3 Starting an application process automatically

Paradyn can also start an application using a PCL specification file. Below shows a command to
start the bubba application using aPCL file called bubba. pcl :

% par adyn -f bubba. pcl
The contents of the PCL file, bubba. pcl , are shown as follows:

/1 Paradyn configuration file for bubba (generic)
process bubba

{

//host "local host";

dir "/p/ paradyn/ deno/ Par adyn/ bubba_seq/ @GPLATFORM';
conmand "bubba ../dat/exanpl e5";

daenon defd;

}
In the PCL file, the (optional) host, the directory, the command, and the daemon are specified as
when starting an application manually, and on start-up Paradyn automatically loads and prepares
this process ready for execution and analysis.

2.2 Viewing perfor mance data

Before you run the application process, you may want to start avisualizer (or visi)5. For this appli-
cation, we will start atime-histogram visualization to view CPU utilization for the application. In
this section, we describe how to start a visualizer, and how to choose the set of metrics and parts
of the program that a visualizer will display.

2.2.1 Starting a visualizer

To start a visualizer, select the Visi option from the Paradyn main window menubar. This will
open the Start A Visualization dialog that allows you to choose a type of visualization and a
phase for the data. Figure 6 shows this dialog with a Histogram visualization selected for the Glo-
bal Phase (Section 2.4 will discuss phases). Other visualizations allow metric data to be presented
in tabular and barchart form, etc., though all visualizers may not be available on all platforms.
Once the visualization selection has been made, click on the Start button and Paradyn will
display ametrics dialog. Thisdialog, shown in Figure 7, alows you to select the set of metrics to

be displayed by the visualizati on.b In this example, we have selected cpu (CPU time) and
cpu_inclusive (CPU inclusive). The cpu metric if applied to afunction will exclude time spent in
any function it calls, whereas the cpu_inclusive metric includes time spent in the selected function
and the functions that are called by it.

To choose the parts of the program for which the metric will be collected, you select resources
by clicking on nodes in the Where Axis. A focusis alocation in the application for which metric

5. Visualizers do not have to be started now, but doing so before the program starts running will guarantee
that you will get data for the complete execution of the application.
6. The metrics dialog shows all metrics defined for the current platform(s).
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Start A Visualization

Barchart
Histogram
PhaseTable
Table
Terrain

|¢ Global Phase |v Current Phase

Start | Cancel |

Figure 6: Selecting a Histogram visualization

Salect Metrics and Focus(es) below

I number_of_cpus _| exec_time | m=g_bertes

_| pause_tme _| svmc_ops W cpu

_| active_processes _| msgs W cpu_inclusive

_| predicted_cost | smc_weait _| io_ssrait

_| ohzerved _cost | sme_wait_inclusive | io_wait_inclusiv

_| procedure_calls _| msg_btes sent _l io_ops

| procedure_called | msg_bwtes recv | io_bertes
ACCEPT CLEAR CANCEL

Figure 7: Metrics menu with “cpu” and “cpu_inclusive” selected

data can be collected. For example, if you select the node bubba{18904} from the Machine hier-
archy, you limit data collection to the process bubba{18904} If you select p_makeMG and
a_reversepmove from the Code hierarchy, you limit data collection to function p_makeMs and
a_rever sepnove. Figure 5 shows the Where Axis with these nodes selected.

Paradyn combines selections from each of the resource hierarchies to create a focus, each
selection further restricts the scope of data collection. If you had made the previous process and
module selections, then you limit data collection to activity in the functions p_nmakeMs and
a_rever sepnove in the process bubba{ 18904} . This selection corresponds to two foci: the
first focus is when the process 18904 is running in function p_makeMg; the second focus is when

Tutorial April 19, 2004 Release 4.1
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process 18904 is running in functiarr ever sepnove.
If no Where Axis nodes are selected thanadyn uses the deilt Whole Program.
Onceyou have madeyour selectionsclick onthe Accept buttonon the metricsmenu.Para-
dynwill thentry to enabledatacollectionfor your selection.The selectionis expandedo be the
cross-producbf metric-focuspairsfrom thelist of metricsandfoci selectedFor example,if the
metrics CPU and CPU_INCLUSIVE, and the resourcenodesbubba{18904} and p_makeMG
were selected, theraRadyn would try to enable four metric-focus pairs:

* CPU time for process 18904 when it is running in funcponekeMG.
* CPU time for process 18904 when it is running in funcponekeMG.
* cpu_inclusive time for process 18904 when it is running in functonakeMG.

* cpu_inclusive time for process 18904 when it is running in functonakeMG.
If atleastonemetric-focuspair wassuccessfullyenabledParadynwill startthe visualization

processandstartsendingperformancelatavaluesto thevisualization If instrumentatiorfor ary
of the metric-focuspairshadto be deferredbecausen applicationprocessvasexecutingat the
instrumentatiorpoint, Paradyndisplaysa messagéox similar to the oneshowvn in . If thereare
ary metric-focuspairsthat could not be enabled,Paradynwill display a messagdisting those
pairs,andre-displaythe metricsmenufor you to modify your selectionlf this occurs,andyoudo
notwantto try enablingary othermetric-focuspairs,you canchoosethe CANCEL buttononthe
metrics menu.

_!'
\

[For A
| cpu_inclusiwve: fCodefanneal. cfa_anneal, Machine, /SyncObject “}

IInstrumentation for the above metric/focus pair(s) was deferred
{because the application process is executing code in the
ineighborhood of an instrumentation point. Paradyn will insert
ithe instrumentation as soon as 1t 1s able.

| ;

0K

Figure 8: Message box shown when instrumentation isdeferred

The time-histogramshovn in Figure9 is the result of selectingthe metrics “cpu” and
“cpu_inclusve” from the metrics menu and bubba{18904} and p_makeMG and
a_reversepmove from the Where Axis.

Oncethetime-histogramis createdgclick onthe RUN buttonfrom the Paradynmainwindow
to startthe applicationprocessPerformancealatawill thenbe sentby Paradynto the time-histo-
gram. Thetime-histograncontainsseveral menuoptionsfor changingthe display of the perfor-
mancedataandfor changingthe setof performancealatathatis currentlybeingdisplayed.These

7. Metric data isrt sampled or displayed before the application starts running or while it is paused.
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options are described in detail in thgradyn Users Guide

Histogram Visualization
ara
File Curve | yn

CFUs

1
0.5 7 J

0.6 7

0.4 7

oo

0.2

e e e T e T e ——

o T T
#40 BOO
Sec

—— cpux/Codelanneal .cfa_reverseprmove, (Machine/grilled .cs wisc.edu/bubba{18904)= (smoothed)
cpu=</Code/partition.c/p_rmakelG, /Machine/grilled cs wisc. edu/bubba{18904}> (smoothed)
—— cpu_inclusive</Codelanneal .cfa_reverseprmove, (Mdachine/grilled. . cs wisc.edu/bubba {18904} (smoothed)
cpu_inclusive</Code/partition. c/p_tmakeMG, /Machine/grilled ce wisc. eduw/bubbal1 8804} = (smmoothed)
Fan £

~ I et

Figure 9: Histogram of global phasewith “cpu” and “cpu_inclusive” for two foci

2.3 Performance Consultant diagnosis

ThePerformanc&€onsultants the partof Paradynthatperformsanautomatedhierarchicakearch
for performancebottleneckslit automaticallyenablesand disablesinstrumentatiorfor specific
metric-focus pairs as the searchprogressesThe PerformanceConsultantstarts looking for

course-grainegerformanceroblemsandtheniteratively triesto refinethe searchto isolatethe
performancéottlenecko a specificaspecof theapplications execution.This aspecis specified
asa pointin athreedimensionalsearchspacedefinedby a Why Axis, WhereAxis, andWhen
AXis.

2.3.1 The Performance Consultant window

ThePerformancé&€onsultanis startedoy selectinghe Performance Consultant optionfrom the
SetUp menuon the Paradynmainwindow. Figure10 shavs the Performancé&onsultanwvindow.
We briefly discuss the parts of the Performance Consultant wibdtmw:

1. Searches Menu:Allowsyouto view searchistorygraphsrom differentphases(Phasesre
discussed later in Secti@¥.)

2. Statudine: Thestatudine atthetop of thewindow indicatesthe phaseor whichthe searchs
defined (in this xample, the search is defined for tiebal Phase).

3. Searchlext Output: This areais usedby the Performanc&onsultanto print statusmessages
about the state of the search

4. SearchHistory Graph:Thisis agraphicalrepresentationf the stateof the searchNodescor-
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respondto differentpointsin the searchspaceandarcscorrespondo differentrefinements
that hare been made. Figudd® shevs only the initial nodeTopLevelHypothesis.

5. Buttons: These all@ you to start or pause the search.

6. SearchHistory GraphKey: The bottomportion of the window describesow to interpretthe
color of thenodesandedgesn the searchhistory graph,andhow to navigatearoundthe win-
dow.

The Performance Consultant
ara
14

(8]

Searches |

Current Search: Global Phase

Callgraph-hased search for Global Phase. J
4
I TopLevelHypothesis
ExcessiveSyncWaiting Time
ExcessivelOBlocking Time
CPUbound
N =
| FPause
Defarrad
Linknown uninstrumented
False gainstrnentad shadow nods
Wihy Axis Befinement Where Axis Befinement
Hold down Alt and move the mouse ta scrall freely
Click middle button on a node to obtain more info on it

Figure 10: The Performance Consultant window

2.3.2 Starting the search

The searchcanbe startedby clicking on the Search buttonin the PerformanceConsultantwin-
dow. As the PerformanceConsultantsearchproceedsstatusinformationwill be printedto the
window, andthe searchhistory graphwill be updatedo reflectthe currentstateof the searchA
PerformanceConsultantsearchs eitherdefinedover the entirerun of the application(the global
phase)or over a specificphaseof the applications execution.In this examplewe selectedthe
Search button in the PerformanceConsultantwindow to starta global phasesearch Figurell
shavs the Performance Consultant wimdduring the bottleneck search.

By watchingthe SearchHistory Graph,we canseehow the PerformanceConsultantitera-
tively refinesits searcho isolatethe bottleneck.The first hypothesighe PerformanceConsultant
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tests iswhether there is a bottleneck in the whole program, if thisis true, then it starts refining the
search. Each level in the search history graph represents a refinement that was made in the search
process. Refinements are only made on hypotheses that test true, and are used to further isolate the
bottleneck to a particular part of the application’s execution. In general the results of the search
can be obtained by following the blue nodes from the root of the search history graph to a leaf
node. Also, by clicking the right mouse button on any node in the search history graph, you can
see atext string representation of the hypothesis associated with any node in the graph. This string
is displayed in the information line below the search history graph. For example, the information
line below the search history graph in Figure 12 shows the hypothesis associated with the bottom-
most nodes in the graph.

Figure 11 shows the search history graph during the search for a bottleneck in bubba. You can
see that there have been refinements on both the Why and Where axis (these are indicated by yel-
low and purple edges in the search history graph). Also, there are nodes representing hypotheses
that have tested true (blue nodes), nodes representing hypotheses that have tested false (pink
nodes), and nodes representing hypotheses that have not yet been decided (green nodes).

Figure 12 shows the search history graph after the search has progressed further, and with
only the nodes representing true hypotheses shown. The first hypothesis evaluated to true (the
blue colored TopLevelHypothesis node at the top of the graph). The first refinement was on the
Why axis and resulted in finding that there was a cpu bottleneck in the application (the CPUb-
ound node is true). Next, the synchronization bottleneck was isolated to the function main and
machine grilled.cs.wisc.edu. The fact that these two nodes are siblings indicates that these refine-
ments were done at the same time. These two nodes were then further refined concurrently. The
result after several such refinements is that the bottleneck is isolated to a specific procedure
(p_makeMs). This means that the Performance Consultant found that there is a CPU bottleneck in
procedure p_makeMa. At this point, the Performance Consultant was unable to further refine the
bottleneck. However, it will continue to evaluate true nodes in the graph.

2.3.3 Investigating the Rerformance Consultants diagnosis

Typically, after running the Performance Consultant, you would like to see the performance data
corresponding to the bottleneck in the application. To do this, you can start a visualization process
to display performance data. In this example, after running the Performance Consultant, we
started a barchart visualization by choosing BarChart from the list Start A Visualization menu
(like Figure 6). The barchart is shown in Figure 13: it shows that almost all of the cpu time for
bubba can be attributed to procedure p_nmakeMa.
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Excessive SyncWaiting Time
ExcessivelOBlockingTime
grilled.cs.wisc.edu

bubba{18904}
main

c_getint
c_makechan
c_readpins
c_makesnets
c_makegraph
p_init

Page 15

CPUbound
main
a_anneal
a_neighbor
a_pickapmove
a_choosepmove

a_dopmove
p_isvalid

Figure 11: The Performance Consultant bubba exigency search
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The Performance Consultant

|
CPUbound

grilled.cs.wisc.edu main
bubba{18904} a_anneal
main a_neighbor
a_anneal p_isvalid
a_neighbor p_makehdG
p_isvalid grilled.cs.wisc.edu

p_makeldG EeDba{ T 89043

Figure 12: The Search History Graph showing only exigent bubba nodes

Barchart Visualization

Figure 13: BarChart vis presenting selected bubba performance data
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2.4 Phases

In this section we briefly discusaadyns notion of phases.

Phasesrecontiguougime-intenalswithin anapplications execution.Therearetwo typesof
phasesaglobal phase andzeroor morelocal phases. Theglobalphaseancludesthe entireperiod
of execution,from the startof the applicationprogramuntil the currenttime. This phaseis the
default for the PerformanceConsultanior ary visualization.A local phaserestrictsperformance
informationto a particulartime interval. A local phasecanbe startedat ary time; thelocal phase
endswhenanew local phases started.This meanghat,atary giventime, you canselectperfor-
mance data from the global phase and from the current local phase.

Oneuseof phasesn Paradynis to changethe granularityof performancelatacollectionafter
the applicationprocesshasbeenrunning for sometime. BecauseParadynusesfixed-sizedata
structuredo storeperformancealata,the granularityof performancelatabecomesnorecoarsehe
longerthe applicationruns. For someapplicationsthe interestingbehaior may not occur until
several hoursinto its executionwhenthe granularityof performancealatais large. To obtainper-
formancedataat a finer granularity you canstarta new local phase.The datacollectionat the
start of the n& phase will be at the finest granularity supported draéyn.

To startanew phasefirst createa phasdablevisualizationby choosingPhase Table from the
Start A Visualization menu.A phasetableis shovn in Figurel4. Next, click on the Start A
Phase menuoptionfrom the phaseable’s menubar. Thiswill causethe phasedableto displayan
endtime for the previousphasgphase_0 in theexample),anda phasenameandphasestarttime
for the nevly created current phasghlase_1 and11lm 54s in the xample).

Phase Table
ala

File Phase it
Phase Name Start Time End Time
phase 0 0s M mids
phase 1 TTmads

Figure 14: PhaseTable vis presenting phase durations.

Oncea new phaseis started,you cancreatevisualizationgo displaydatafrom it by clicking
on the Current Phase button in the lower right cornerof the Start A Visualization window.
Figurel5 and Figurd 6 are time-histograms for the global and current phases resbecti
Notethatthecurrentphasehistogramstartsatphase_ X starttime (11:54)anddisplaysdataat
a finer granularity than the same performance data displayed by the global phase histogram.
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Time Histogram Display ﬁ -
File Actions View W
FPhase: phase_1
CPUs
B |l' & .
: | ’r\\wm_,-\wrl\ﬁq.-"\\ {-'\kwr'ﬁ\_u-“"\mf’h\"\.ﬁvr \\L.’;I\P‘\LH" 1'\«-/-""'"1%'\:’_' e e
i
4 4
3 4 £
0
2] v
1 4
k
0 I I I I I I I I I I
12:00 12:20 12:40 13:00 13:20 13:40 14:00 14:20 14:40 15:00

Min:sec
sync wait <Whole Program= (smoothed)
cpu <\Whole Program: {smoothed}

PAH

Figure 16: Histogram of current phase
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3 MPI TUT ORIAL - DECOVP_NMPI

This tutorial section covers the use of Paradyn with a simple MPI application (om3) provided as
part of the Paradyn binary distribution for platforms where MPI is supported. MPI is not yet sup-
ported by Paradyn on all platforms: see the Paradyn User Guide for details.

3.1 Running the MPI application

3.1.1 Start Faradyn and define the MPI application process

Thefirst step isto run Paradyn. Thisis done by entering the following command:
%paradyn

Paradyn will start running and display the Paradyn Main Control window (Figure 1) and the base
Where Axis window (Figure 2). The status line in the Paradyn Main Control window (labeled
“UIM status’) indicates that Paradyn’s user interface manager is ready. This means that Paradyn
is now ready to loaded and run the subject application program.

To describe an application to Paradyn select Define A Process from the Setup menu. This
will cause a dialog to appear that will alow you to specify the parameters that are necessary for
Paradyn to start your application process. This diadlog is shown in Figure 17. To describe the
application and its environment to Paradyn, the following should be specified in the Define A
Process dialog:

1. User: Thelogin name on the host on which Paradyn will start the application process. In this
example we |eft the User field blank, which means that the login will have a value of the
user’s current login name.

2. Host: The host on which Paradyn will start the application process. A blank value will default
to the current host (the one on which Paradyn is running).

3. Directory: If the host on which the application is to be started is different from the one on
which the Paradyn process is running, then the current directory on the remote machine is the
home directory of the user specified in the User entry. The Directory field allows you to spec-
ify a directory to change to before Paradyn starts the application process. In this example,
Paradyn will change to /p/paradyn/applications/mpi/om3 before starting ons.

4. Command: This entry takes the unix command that will start the application program. The
syntax for this command for launching MPI jobswill vary by platform. For MPICH, the entire
command-line including the mpirun  command and all of its appropriate arguments should be
entered. For AlX, the POE job launcher poe can be entered or omitted. In this example we
have entered “mpirun  -np 4 -machinefile hostfile om3_4node” , which specifies the
executable file (on8_4node) with two command line arguments. the number of processes (4),
and a file containing node names (hostfile).

5. Daemon: This option allows you to specify which version of the Paradyn daemon to run.
Sincethisis an MPI application, the mpid daemon is selected.

Oncethefields of the Define A Process window have beenfilled in, click on the Accept but-
ton, and Paradyn will start your application process. This step can take anywhere from severa
seconds to several minutes, depending on the size of the application.
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Defme A Process

User:

Host: |c23
Directory: |/p/paradyn/applications/mpifoms3
Daemon: defd winntd % mpid

Command: mpirun -np 4 -machinefile hostiile om3_dnode
ACCEPT CANCEL

Figure 17: The Define A Process dialog for MPI om3

3.1.2 Start the MPI application process manually

After an application has been defined, the Paradyn main window will contain more status lines,
and the Where Axis will contain more entries. The new status lines provide information about
Paradyn and your application process. These are shown in Figure 18 (which shows the Paradyn
Main Control window after it has started running the application).

The following status lines are for the application process:

1. Application name: The name of the application program (in this case, npi r un is named), the
name of the machine (c23), the name of the user (self), and the name of the daemon (rshd)

2. Processes: Typicaly Paradyn will indicate the process ids in this field. In the case of
MPICH, thisfield is used to indicate that paradyn has identified the job as an MPICH job.

3. Application status: The current status of the application program (either READY, RUN-
NING, PAUSED, or EXITED).

4. Hosts: Status lines for each host. Once the application starts running these will display the
status of each host (running, paused, or exited). In Figure 18 only the hostname c23 is shown
as we have not yet started the application.

The new status line for the Paradyn process (Data Manager) displays the state of Paradyn’s Data
Manager.

Now that Paradyn has had a chance to look over your program, it is able to add entries to the
Where Axis. The new entriesin the Where Axis correspond to resources that can only be obtained
when the application process has been defined and started. These new entries include modules and
procedures in the Code hierarchy, and process IDsin the Machine hierarchy. Figure 19 showsthe
new Where Axis with these new resources added. The Process hierarchy contains four new pro-
cesses (one for each MPI process).

At this point, Paradyn is ready to start running the application. You can now select the RUN
button from the Paradyn Main Control window to start executing on8, or alternatively first define
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Paradyn Main Control
ara|

File Setup Phase Visi Help yrl
UIM status = readn
Application wame : program: mpioan, machine: o223, wser: (self)y, daemon: cshd
Application status
Data Manager = readn
PYOCessps : MFICH
.c23 : PID=23923, rceady.

RUN | | EXPORT | EXIT |

Figure 18: Paradyn Main Control window after the MPI application processis started

Selections  Havigate

j Whole Program

Code Machine SyncObject
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gz ¥ . .
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search: |

Figure 19: Where Axis after theom3 MPI application processis started

some performance measurements and/or views before running it (as described in the follow-
ing sections). Once execution has commenced, the PAUSE button can be used to temporarily halt
it and RUN will resume execution. Note, however, that execution can only be resumed from the
current point and not from the start (without exiting and restarting Paradyn).
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3.2 Viewing performance data

Before you run the application process, you may want to start a visualizer®. For this application,
we will start atime-histogram visualization to view CPU utilization and synchronization blocking
time for the application. In this section, we describe how to start a visualizer, and how to choose
the set of metrics and parts of the program that a visualizer will display.

3.2.1 Starting a visualizer

To start a visualizer, select the Visi option from the Paradyn main window menubar. This will
open the Start A Visualization dialog that allows you to choose a type of visualization and a
phase for the data. Figure 6 shows this dialog with a Histogram visualizer selected for the Global
Phase (Section 2.4 discusses phases).

Once the visualization selection has been made, click on the Accept button and Paradyn will
display a metrics menu appropriate for this MPI application. This menu, shown in Figure 20,
allows you to select the set of metrics to be displayed by the visualization. In this example, we
have selected sync_wait_inclusive (inclusive synchronization blocking time) and cpu_inclusive
(inclusive CPU time).

To choose the parts of the program for which the metric will be collected, select resources by
clicking on nodes in the Where Axis. A focusisalocation in the application for which metric data
can be collected. For example, selecting the nodes om3_4nodes{23929} and
om3_4nodes{19624} from the Process hierarchy, limits data collection to these two processes
(23929 on c23 and 19624 on c26). Selecting a module from the Code hierarchy limits data collec-
tion to that module. Figure 19 shows the Where Axis.

Paradyn combines selections from each of the resource hierarchies to create a focus, each
selection further restricts the scope of data collection. If you had made the previous process and
module selections, then you limit data collection to activity in a particular module only in pro-
cesses 23929 and 19624. This selection corresponds to two foci: the first focus is when process
23929 is running in the module you selected; the second focus is when process 19624 is running
in that module.

If no Where Axis nodes are selected then Paradyn uses the default Whole Program.

Once you have made your selections, click on the Accept button on the metrics menu. Paradyn
will then try to enable data collection for your selection. The selection is expanded to be the cross-
product of metric-focus pairsfrom the list of metrics and foci selected. For example, if the metrics
CPU _inclusive and sync_wait_inclusive, and the resource nodes om3_4nodes{23929},
om3_4nodes{19624}, and libm.s0.6 were selected, then Paradyn would try to enable four met-
ric-focus pairs:

* CPU _inclusive time for process 23929 when it isrunning in modulel i bm so. 6.
e CPU _inclusive time for process 19624 when it isrunning in modulel i bm so. 6.
* sync wait_inclusive time for process 23929 when it isrunning in module! i bm so. 6.
* sync_wait_inclusive time for process 19624 when it is running in modulel i bm so. 6.

1. Visualizers do not have to be started now, but doing so before the program starts running will guarantee
that you will get data for the complete execution of the application.
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If atleastonemetric-focuspair wassuccessfullyenabledParadynwill startthe visualization
processand start sendingperformancedatavaluesto the visualization.If thereare any metric-
focuspairsthatcould not be enabled Paradynwill displaya messagdisting thosepairs,andre-
displaythe metricsmenufor you to modify your selectionIf this occurs,andyou do notwantto
try enablingarny other metric-focuspairs, you can choosethe CANCEL button on the metrics
menu.

Select Metrics and Focus{es) below

sampling_rate procedure_called cc_msgBytesSent
number_of_cpus exec_time cc_msgBytesRecv
stackwalk_time cpu msgs
numOfActCounters B cpu_inclusive msg_bytes_sent
num OfACtProc Timers SYNC_ops msg_bytes recv
numOfActWallTimers Sync_wait io_ops
pause_time o sync_wait_inclusive io_wrait
active_processes pp_msgs io_wait_inclusive
predicted_cost pp_msgBytesSent io_bytes
ohserved_cost pp_msgBytesRecv
procedure_calls CC_msqs

ACCEPT CLEAR CAMCEL

Figure 20: MPI metrics menu with “sync_wait_inclusive” and “ cpu_inclusive” selected

The time-histogram shavn in Figure21 is the result of selecting the metrics
“sync_wait_inclusve” and“cpu_inclusve” from the metricsmenuwith machinec23 selectedn
the WhereAxis.

Oncethetime-histograms createdglick on the RUN buttonfrom the Paradynmainwindow
to startthe applicationprocessPerformancalatawill thenbe sentby Paradynto the time-histo-
gram. Thetime-histograncontainsseveral menuoptionsfor changingthe display of the perfor-
mancedataandfor changingthe setof performancealatathatis currentlybeingdisplayed.These
options are described in detail in thgradyn Users Guide

3.3 Performance Consultant diagnosis

The PerformanceConsultantis the part of the Paradyntool that performsa searchfor perfor-
mancebottleneckslt automaticallyenablesanddisablesgnstrumentatiorior specificmetric-focus
pairsasthe searchprogresseslhe Performance&onsultanstartslooking for course-graineger-
formanceproblemsandtheniteratively triesto refinethe searcho isolatethe performancéottle-
neckto a specificlocationin the applications execution.This locationis specifiedasa pointin a
three dimensional search space defined by y s, Where Axis, and When Axis.

3.3.1 The Performance Consultant window

ThePerformancé&€onsultanis startedby selectinghe Performance Consultant optionfrom the
SetUp menuon the Paradynmain window. Figure10 shaws the initial PerformanceConsultant
window. We briefly discuss the parts of the Performance Consultant wibdtmw:

1. Searches Menu: Allows you to viev search history graphs from fdifent phases.
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Histogram Visualization
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Figure 21: Histogram of global phase for “sync_wait_inclusive” and “cpu_inclusive’

2. Statudine: Thestatudine atthetop of thewindow indicateshe phasedor which thesearchs
defined (in this xample, the search is defined for tiebal Phase).

3. SearchText Output: This areais usedby the Performance&Consultanto print statusmessages
about the state of the search.

4. SearchHistory Graph:Thisis agraphicalrepresentationf the stateof the searchNodescor-
respondto differentpointsin the searchspaceandarcscorrespondo differentrefinements
that hae been made.

5. Buttons: These ali@ you to start or pause the search.

6. SearchHistory GraphKey: The bottomportion of the window describeshow to interpretthe
color of nodes and edges in the search history graph, antbhwvigate around the winado

3.3.2 Starting the search

The searchcanbe startedby clicking on the Search buttonin the PerformanceConsultantwin-
dow. As the PerformanceConsultantsearchproceedsstatusinformationwill be printedto the
window, andthe searchhistory graphwill be updatedo reflectthe currentstateof the searchA
PerformanceConsultantsearchis eitherdefinedover the entirerun of the application(the global
phase),or over a specificphaseof the applications execution.In this examplewe selectedhe
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Search button in the Performance Consultant window to start a global phase search. Figure 22
shows the Performance Consultant window during the bottleneck search.

By looking at the Search History Graph, we can see how the Performance Consultant itera-
tively refines its search to isolate the bottleneck. The first hypothesis the Performance Consultant
tests is whether there is a bottleneck in the whole program, if thisis true, then it starts refining the
search. Each level in the search history graph represents a refinement that was made in the search
process. Refinements are only made on hypotheses that test true, and are used to further isolate the
bottleneck to a particular part of the application’s execution. In general the results of the search
can be obtained by following the blue nodes from the root of the search history graph to a leaf
node. Also, by clicking the right mouse button on any node in the search history graph, you can
see atext string representation of the hypothesis associated with any node in the graph. Thisstring
is displayed in the information line below the search history graph. For example, the information
line below the search history graph in Figure 23 shows the hypothesis associated with the node
representing the sync_wait_inclusive time for the whole program.

Figure 22 shows the search history graph during the search for a bottleneck in on8. You can
see that there have been refinements on both the Why and Where axis (these are indicated by yel-
low and purple edges in the search history graph). Also, there are nodes representing hypotheses
that have tested true (blue nodes), nodes representing hypotheses that have tested false (pink
nodes), and nodes representing hypotheses that have not yet been decided (green nodes). Note that
this application is CPU-bound.

Figure 23 shows the search history graph after the search has progressed further. The first
hypothesis evaluated to true (the blue colored TopLevelHypothesis node at the top of the graph).
The first refinement was on the Why axis and resulted in finding that the application is CPU
bound (the CPUbound node is true). Next, the synchronization bottleneck was isolated to a spe-
cific function in the application (mai n). and to specific machines (c23, c26, ¢39, c48). The fact
that thesenodes are siblings indicates that these refinements were done at the same time. These
nodes were then further refined in parallel.
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The Performance Consultant

CPUbound
EzcessivelOBlockingTime

c23.cs.visc.edu c26.cs.isc.edu ¢39.cs.wisc.edu c48.cs.wisc.edu main

om3_dnodes{23929} ||| om3_dnodes{19624) |[{[om3_dnodesfia7z; ||| om3_dnodes(z6069) || (| PMPI_init

PMPI_Buffer_attach
PMPI_Type_veclor
PHMPI_Type_commit
PMPI_Comm_rank
PMPI_Comm_size

glohal_open
read_geometry
read_stress
reail_annual_temp
read_annual_salt
wrile_picture

init_state
time_step
wtite_history
PMPI_Finalize

Figure 22: The Performace Consultant bottleneck search with MPI om3
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The Performance Consultant
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Figure 23: Search History Graph om3
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4 FURTHER INFORMATION

This tutorial has not covered all of the features in Paradyn. It was intended to guide you
through a few start-to-finish sessions with Paradyn, using the more common features. Note that
some of the functionality shown in thistutorial differsfrom earlier versions of Paradyn, which are
no longer supported. For a complete description of the features in Paradyn, and information on
how to prepare applications for use with Paradyn, see the Paradyn Users Guide

4.1 Contacting the Paradyn developers

There are various ways to get in touch with the Paradyn developers. We are happy to try and
answer questions and appreciate feedback.

e-mail: paradyn@s. w sc. edu
The project e-mail address. Use this address for technical questions or requests.
Web: http://ww. paradyn. org

The project home page. From this page, you can find out how to get a binary or source version
of Paradyn. Y ou can also get updates and news on the current rel ease of Paradyn.

FTP: ftp://ftp.cs.w sc. edu/ pub/ par adyn/

The project ftp site. In the “paradyn” directory, you will find subdirectories containing the bi-
nary and source versions of the Paradyn release. Make sure to look at the README files!

FAX: +1 (608) 262-9777

Postal: Par adyn Proj ect
c/o Prof. Barton P. MIler
Conput er Sci ences Depart nent
Uni versity of Wsconsin
1210 W Dayton Street
Madi son, W 53706- 1685
U S A
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