
Error Estimates for Thin Plate Spline Approximation in the Disc

Thomas Hangelbroek
Department of Mathematics

University of Wisconsin – Madison
480 Lincoln Dr.

Madison, WI 53706
hangelbr@math.wisc.edu

December 27, 2006

Abstract

This paper is concerned with approximation properties of linear combinations of scattered translates
of the thin-plate spline radial basis function | · |2 log | · | where the translates are taken in the unit disc D
in R

2. We show that the Lp approximation order for this kind of approximation is 2+1/p (for sufficiently
smooth functions), which matches Johnson’s upper bound and, thus, gives the saturation order. We also
show that when one increases the density of the centers at the boundary, approximation order 4 – the
best possible order in the absence of a boundary – can be obtained.

AMS classification: 41A15, 41A25, 41A63.
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1 Introduction

The theory of radial basis functions has been developed to treat the approximation of multivariate functions.
It is especially well suited for functions sampled at scattered locations. Approximants are created by taking
linear combinations of scattered translates of a fixed “radial basis” function φ. That is, let Ξ ⊂ Ω (where
Ω ⊂ Rd) be a finite set of points, hereafter called “centers”. For a function f : Ω → C, one attempts to find
an approximant sf,Ξ in the space

S(φ, Ξ) := S0(φ, Ξ) := span
ξ∈Ξ

φ(· − ξ), (1.1)

or, alternatively, in one of the related spaces

Sm(φ, Ξ) :=
{

∑

Aξφ(· − ξ) + p : p ∈ Πm−1 and
∑

Aξq(ξ) = 0 for all q ∈ Πm−1

}

. (1.2)

These approximations should improve as Ξ becomes dense in Ω, and one of the primary goals of this theory is
to judge how quickly this convergence takes place. Knowing the rate of convergence can be used to evaluate
the quality of a specific method of choosing approximants (a scheme), e.g. interpolation, where sf,Ξ = IΞf
is chosen to be the unique function in Sm(φ, Ξ) satisfying sf,Ξ|Ξ

= f|Ξ . It can also be used to evaluate the
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approximation power of the spaces Sm(φ, Ξ), that is, to give a rate against which to measure the performance
of other multivariate approximation schemes.

Finding the rate of convergence of an approximation scheme generally means estimating the decay of the
error e(Ξ, f)p := ‖sf,Ξ − f‖Lp of these approximations as Ξ becomes dense in Ω. This measurement takes
the form of gauging the approximation order – a number γ > 0 such that

e(Ξ, f)p = O(hγ)

where h, the fill distance
h := h(Ξ, Ω) := sup

x∈Ω
min
ξ∈Ξ

|x − ξ|,

measures the density of Ξ in Ω.

In this paper we investigate thin plate spline approximation in the unit disc – a type of radial basis function
approximation, where

φ := | · |2 log | · |
is the fundamental solution of the 2-fold Laplacian (in R2), and the functions being approximated are defined
on the unit disc D := {x ∈ R

2 : |x| < 1}.

Results concerning approximation order in this (and more general) settings were first obtained by Duchon
in [9] and [10] – there it was shown that on domains satisfying an interior cone condition, interpolation of a
function possessing square integrable second derivatives delivers approximation order γp := min(2, 1 + 2/p).
Duchon’s approach was extended by Madych and Nelson [18] to treat interpolation by many more radial
basis functions – see the surveys [22] or [25] for a detailed history.

Although it is much more restrictive, radial basis function approximation in the shift invariant setting –
where centers are assumed to be hZn and the domain of f is all of Rn – yields drastically improved approx-
imation orders. For instance, [6] treats interpolation in this setting. It is shown that in R

2, interpolation
by functions in S(φ, hZ2) (in this case, since Ξ is not finite, and since φ has global support, one considers
approximants from a suitable space generated by a localization – see [17]) for sufficiently smooth functions
delivers approximation order 4, which is best possible in the sense that d(f, S(φ, hZ2))p 6= o(h4) for some
bandlimited function f (this was obtained in [17, Theorem 3.1]). When p = 2, [23, Proposition 4.1] im-
plies that d(f, S(φ, hZ2))2 6= o(h4) holds for all f ∈ W 4

2 . Other “free space” results for thin plate spline
approximation were obtained in [11], [19], and most recently [7] – these show for various schemes that the
approximation order 4 can be attained when Ω = R2 and Ξ is scattered.

The improvement in approximation order shows the difficulty posed by the existence of a boundary. High-
lighting this is the inverse result of Johnson, which shows that for Ω = D, Ξ ⊂ (1 − h)D and for any m,
1 ≤ p ≤ ∞, there exists f ∈ C∞(D) such that

d(f, Sm(φ, Ξ))p 6= o(h2+1/p) (1.3)

Moreover, Matveev [20] and Johnson [16] each showed that |f(x) − IΞf(x)| = O(h4) for x suitably removed
from the boundary, which indicates that the boundary effects of thin plate spline approximation occur in a
thin layer around the boundary.

The current state of the art for thin plate spline approximation with scattered centers in bounded domains
comes from interpolation by splines in S2(φ, Ξ). We separate this into two cases, depending on the parameter
p. For Ω ⊂ R2 having sufficiently smooth boundary and for sufficiently smooth f (specifically for f in the

Sobolev space W 3
2 (R2) when p = 1 and for f in the Besov space B

2+1/p
2,1 (R2) when 1 < p ≤ 2)

‖f − IΞf‖p = O(h2+1/p) (1.4)

2



holds for 1 ≤ p ≤ 2 – this is to be found in [16]. Clearly, this is the best possible approximation order. On

the other hand, for p > 2 and for sufficiently smooth f (for f in the Besov space B
5/2
2,1 (R2))

‖f − IΞf‖p = O(hγp+1/2) (1.5)

holds. This has been shown in [15]. Thus, there is still a gap between the best approximation order for p > 2
and Johnson’s upper bound (1.3). Moreover, the classes of functions for which (1.5) and (1.4) hold – except
when p = 2 – are smaller than one would expect.

The primary purpose of this article is to demonstrate that, for sufficiently smooth functions in the unit
disc, Johnson’s upper bound (1.3) on the approximation order is attained. Specifically, we will prove the
following, which is a softened version of the results of Section 4.

Theorem 1. For f ∈ Ap, there is sf ∈ S(φ, Ξ) such that

‖f − sf‖Lp(D) = O(h2+1/p).

Here Ap := B
2+1/p
p,1 (D) for 1 < p < ∞, and for any ǫ > 0 A∞ = C2+ǫ(D) and A1 = B3+ǫ

1,1 (D). The cases
p = 1,∞ are exceptional cases in our approach, and we focus extra attention here. We show that if one
reduces the smoothness assumptions in these cases (i.e., assumes f ∈ W 3

1 or C2, resp.) the error estimates
are penalized by a factor of | log h|. In addition to showing that the approximation power of the thin plate
splines is 2+1/p (which is novel in the range 2 < p ≤ ∞), this also demonstrates that the full approximation
order holds for all functions with smoothness of order roughly 2 + 1/p.

A secondary goal is to show that higher approximation orders can be achieved if one employs approximations
utilizing centers with increased density at the boundary. For the sake of easy exposition, we explain this as
follows (when the time comes, we will give a more general condition, which involves the density purely at the
boundary and which the previous condition satisfies – for now we explain increased density at the boundary
as increased density in the outermost annulus):

Theorem 2. There is a constant K > 0 such that if the centers Ξ satisfy h = h(Ξ, D) and, in the outer
annulus, h(Ξ, D\(1 − Khσp)D) = hσp , where σp = 2 − 2

1+2p , then for f ∈ W 4
p (D), there is sf,Ξ ∈ S(φ, Ξ)

such that
‖f − sf,Ξ‖Lp(D) = O(h4).

This result is in agreement with Johnson’s inverse result (1.3), since there it was assumed that Ξ ⊂ (1−h)D,
which precludes any extra density at the boundary.

A happy consequence of this is that by adding marginally few extra centers (with cardinality at most
proportional to the original set of centers) near the boundary, the optimal approximation order 4 can be
obtained. Specifically we show that by supplementing an initial set of centers Ξ1 possessing density h = h(Ξ1)
with extra centers Ξ2 located near to the boundary, and with #(Ξ2) proportional to h1/p−2 (which is, in
turn, no greater than a multiple of #(Ξ1)

1−1/(2p)) to obtain Ξ = Ξ1 ∪ Ξ2 then Theorem 2 follows.

1.1 The Approximation Scheme

The results of this paper derive from a careful error analysis of a new thin plate spline approximation scheme
specific to the disc. This scheme consists of three parts, and takes the form:

TΞf(x) =
1

8π

(∫∫

D

∆2f(α)φ0(x, α) dα +

∫

∂D

Nf(α)φ1(x, α) dσ(α) +

∫

∂D

Mf(α)φ2(x, α) dσ(α)

)

. (1.6)
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Each component involves applying a linear operator to the function f (to be approximated) and integrating
the result against a kernel φi. The first integral is taken over the disc and the corresponding operator is the
Laplacian squared ∆2, whereas the second and third integrals are each taken over the boundary and involve
operators (M and N) that are not quite – but correspond closely to – third and second order differential
operators. Furthermore, for each α, the function φi(·, α) is in S(φ, Ξ), viz.

φi(x, α) =
∑

ξ∈Ξ

ai(α, ξ)φ(x − ξ) i = 0, 1, 2, (1.7)

and, hence, by interchanging summation and integration, TΞf ∈ S(φ, Ξ). We postpone the discussion of how
to select the “error kernels” (α, ξ) 7→ ai(α, ξ) until Section 3.1.

We note that in [7] an approximation scheme is developed exploiting the identity

f(x) =
1

8π
φ ∗ ∆2f(x), (1.8)

which holds for sufficiently smooth functions having suitable decay. The approximation scheme there is
SΞf = 1

8π

∫

R2 φ̃(·, α)∆2f(α) dα, where φ̃(·, α) ∈ S(φ, Ξ). In this paper we do something similar, but we

need a representation f = φ ∗ τf where τf is a distribution with support in D. One example of such a
representation is Green’s representation. Suppose f ∈ C4(D), then by the Green’s representation for f ([2,
p. 10]),

f(x) =
1

8π

∫∫

D

φ(x − α)∆2f(α) dα

− 1

8π

∫

∂D

φ(x − α)Dn∆f(α) − Dnφ(x − ·)(α)∆f(α) dσ(α)

− 1

8π

∫

∂D

∆φ(x − ·)(α)Dnf(α) − Dn∆φ(x − ·)(α)f(α) dσ(α) (1.9)

Here ∆ := ∂2

∂x2
1

+ ∂2

∂x2
2

is the usual Laplacian and Dn : C1(D) → C(∂D) is the outer normal derivative.

Unfortunately ∆φ and Dn∆φ each have singularities at the origin, frustrating the approximation at the
boundary.

In [13, Corollary 3.13], Michael Johnson has found self-adjoint operators U1, U2 : C∞(∂D) → C(∂D) and
V1, V2 : C∞(∂D) → C(∂D) that, for x ∈ D, satisfy the following relations

Tr∆φ(x − ·) = U1Dnφ(x − ·) + U2Trφ(x − ·) (1.10)

Dn∆φ(x − ·) = V1Dnφ(x − ·) + V2Trφ(x − ·). (1.11)

Here Tr is the “trace” operator, defined initially as the restriction to the boundary. That is, for f ∈ C(D),
Trf := f|∂D

– the use of trace, rather than restriction, is in anticipation of extending these results, and
especially the forthcoming operators N and M to other smoothness spaces.

This allows us to represent f ∈ C∞(D) using integrals involving translates of φ and first order derivatives of
φ only. To wit, by inserting (1.10) and (1.11) in Green’s representation (1.9), invoking the self-adjointness
of the operators U1, U2, V1, V2 and rearranging terms gives Johnson’s representation [13, Corollary 3.17]:

f(x) =
1

8π

∫∫

D

φ(x − α)∆2f(α) dα

+
1

8π

∫

∂D

φ(x − α)[V2f(α) − U2Dnf(α) − Dn∆f(α)] dσ(α)

+
1

8π

∫

∂D

Dnφ(x − ·)(α)[V1f(α) − U1Dnf(α) + ∆f(α)] dσ(α). (1.12)
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Thus, if we define
Nf := V2f − U2Dnf − Dn∆f (1.13)

and
Mf := V1f − U1Dnf + Tr∆f (1.14)

we obtain an integral identity which states that, for x ∈ D

f(x) =
1

8π

(∫∫

D

∆2f(α)φ(x − α) dα +

∫

∂D

Nf(α)φ(x − α) dσ(α) +

∫

∂D

Mf(α)Dnφ(x − ·)(α) dσ(α)

)

.

The error analysis is performed by comparing each term in the identity with its corresponding term in the
approximation scheme:

|f − TΞf | .

∫∫

|∆2f(α)|E0(·, α) dα

+

∫

|Nf(α)|E1(·, α) dσ(α)

+

∫

|Mf(α)|E2(·, α) dσ(α)

where

E0 := |φ0(x, α) − φ(x − α)|, , (1.15)

E1 := |φ1(x, α) − φ(x − α)|, , (1.16)

E2 := |φ2(x, α) − Dnφ(x − ·)(α)|. (1.17)

From this we are lead to error estimates which are optimal for thin plate spline approximation and which,
moreover, demonstrate that

1. The second and (especially) the third terms are responsible for the “boundary effects”, and

2. One can overcome these boundary effects by suitably increasing the density of centers at the boundary.

1.2 Preliminaries: Notation and Discussion of Function Spaces

We denote by |t| := (t21 + t22)
1/2, and the open disc of radius ρ centered at x ∈ R2 by Bρ(x), reserving the

notation D for B1(0). In general, the boundary of a set Ω is denoted by ∂Ω, and we identify ∂D with the
circle group T := R/2πZ.

We use multiinteger notation to describe monomials and partial derivatives. Unfortunately , this forces
us to break one notational convention: for α ∈ Z2, we define |α| := |α1| + |α2|. Thus xα = xα1

1 xα2
2 ,

Πk := span{x 7→ xα | |α| ≤ k} and the basic partial differential operators are written Dα := ∂|α|

∂x
α1
1 ∂x

α2
2

. Given

a unit vector η, we write the directional derivative Dη. Writing the outer normal vector at α ∈ ∂D as n(α)
(and suppressing the argument whenever we can), we obtain the familiar outer normal derivative operator
Dn.

In attempting to obtain the “correct” spaces for thin plate spline approximation (the largest space of functions
yielding the optimal approximation order) we have employed several smoothness spaces. Some are ubiquitous
(the Sobolev and Hölder spaces, denoted W k

p and Cs and defined below), some are quite common (the Besov

spaces Bs
p,q), and some are relatively uncommon (the Sobolev-Orlicz spaces W kL log L). We offer [1] as a
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reference which treats each of these spaces. Before we discuss some of the salient properties of these spaces,
we define the following useful notation:

Given normed spaces X and Y , we denote by B(X, Y ) the space of bounded linear maps from X to Y
equipped with the operator norm

‖R‖ := sup
x∈X
x 6=0|

‖Rx‖Y

‖x‖X
.

Furthermore, we use the notation X → Y to mean X is embedded in Y . That is, X ⊂ Y and for all x ∈ X ,
‖x‖Y . ‖x‖X

For k ∈ N and 1 ≤ p ≤ ∞, the Sobolev space W k
p (Ω) consists of functions f such that Dαf ∈ Lp(Ω) for

|α| ≤ k. The W k
p (Ω) norm is

‖f‖W k
p (Ω) :=





∑

α≤k

‖Dαf‖p
p





1/p

.

Throughout this paper, Ω will be D,T or R2 equipped with Lebesgue measure, or ∂D equipped with the
induced measure σ. Clearly, T and ∂D are in one-to-one correspondence, and W k

p (∂D) is isomorphic to

W k
p (T).

For s > 0, the Hölder space Cs
(

Ω
)

consists of functions in C⌊s⌋
(

Ω
)

(⌊s⌋ is the greatest integer in s) satisfying

supx,y |Dαf(x) − Dαf(y)| ≤ K|x − y|s−⌊s⌋ for some K < ∞. The norm in this space is

‖f‖Cs(Ω) := ‖f‖C⌊s⌋(Ω) + max
|α|=⌊s⌋

sup
x,y∈Ω
x 6=y

|Dαf(x) − Dαf(y)|
|x − y|s−⌊s⌋

.

When discussing Hölder spaces, Ω will be either D or R2.

For k < s < m (with k and m being nonnegative integers) and 1 ≤ p, q ≤ ∞, the Besov space Bs
p,q(Ω)

comes about as the (θ, q)-interpolation space (with θ = (s − k)/(m − k)) between Sobolev spaces W k
p (Ω)

and Wm
p (Ω). Like the Hölder spaces, Besov spaces capture fractional smoothness, which frequently plays a

role in approximation schemes with fractional approximation orders. Of course, there are other fractional
smoothness spaces – Besov spaces have been used because they provide adequate bounds for the trace

operator (viz., Tr ∈ B(B
1/p
p,1 (D), Lp(∂D)) which plays an important part in extending the operators N and

M . For a discussion of Besov spaces and their trace theorems, we direct the reader to [1, Chapter 7]. For
Besov spaces, we will be primarily concerned with Ω = D, R2.

Finally, a discussion of the spaces Lexp(Ω), L logL(Ω) and W kL logL(Ω) is postponed until the next section.
At this point, we will simply state that these are Banach spaces that are very near to L∞(Ω), L1(Ω) and
W k

1 (Ω), respectively.

The rest of this paper is arranged as follows. In Section 2 we discuss further Johnson’s identity, the operators
N and M as well as the auxiliary operators Ui, Vi and we identify smoothness spaces which N and M map
into the spaces Lp(∂D). Section 3 gives a recipe for obtaining good kernels φi, estimates the “error kernels”
Ei and estimates the norms of their induced integral operators. Section 4 contains the main results. Section
5 demonstrates how to overcome boundary effects by placing extra centers near the boundary, and it shows
that this can be done at a marginal cost of additional centers. In Section 6, we modify the approximation
scheme TΞ to deliver approximants in the space S2(φ, Ξ) and we show that the results of Section 5 are
extendable to this case. Certain technical details of the smoothness spaces W kL logL that are used in our
analysis are postponed until Section 7, which can be viewed as an appendix.
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2 Analysis of the Boundary Operators N and M

The main purpose of this section is to provide “natural” smoothness spaces Ap of functions defined on the
disc which the operators M and N , introduced in (1.14) and (1.13), map into the Lp spaces. This will allow
us to extend the approximation scheme beyond the space C∞(D) on which it is initially defined. Moreover,
finding the natural smoothness spaces represents half of the work for obtaining error estimates. (The other
half is measuring the norms of the error kernels in the operator norm B(Ap, Lp(T)) – this is done in the next
section.)

The representation (1.12) was developed in [13] to give a precise expression of Duchon’s thin plate spline
interpolant IDf , where IDf is the spline matching f on the set D and minimizing the seminorm

g 7→
∥

∥ | · |2ĝ
∥

∥

L2(R2)

(here ĝ signifies the Fourier transform of g). The operators U1, U2, V1, V2 are (initially) defined on the
fundamental set of complex exponentials ek : θ 7→ eikθ (identifying T with ∂D). One can find the original
definition in the statement of [13, Corollary 3.17]. The following slightly different, but equivalent, definition
consists of two parts. The first part is the action of the operators on linear trigonometric polynomials:

U1e0 = 4e0; U1e1 = e1; U1e−1 = e−1;
U2e0 = −4e0; U2e1 = e1; U2e−1 = e−1;
V1e0 = 4e0; V1e1 = −e1; V1e−1 = e−1;
V2e0 = −4e0; V2e1 = −e1; V2e−1 = e−1.

(2.1)

The second part of the definition is for the complementary trigonometric polynomials (i.e. finite linear
combinations τ =

∑

ajej where aj = 0 for |j| ≤ 1).

U1τ := 2(W + I)τ, (2.2)

U2τ := −2(W 2 + W )τ, (2.3)

V1τ := 2(W 2 + W )τ, (2.4)

V2τ := −2(W 3 + W 2)τ. (2.5)

where W := iH d
dθ and H is the 2π-periodic Hilbert transform, which maps ek to −isgn(k)ek (and, hence,

commutes with the operator d
dθ ). Utilizing the projector P , which has range span{e−1, e0, e1} and kernel

containing ek for |k| ≥ 2, we see that (2.2) -(2.5) hold as operators on trigonometric polynomials modulo
addition by a finite rank operator of the form ZP (here Z : span{e−1, e0, e1} → span{e−1, e0, e1}). Since ZP
is in B(Lp, Lp) for each p, most of the task of finding the natural domains for N and M is understanding W
as an operator on 2π-periodic functions – specifically, we seek the smoothness space Xj

p(T) which W j maps
(boundedly) into Lp(T). The domain is then the smoothness space which the trace operator, Tr (for Vi), or
the normal derivative Dn (for Ui), maps (boundedly) into Xj

p.

Lp bounds for 1 < p < ∞ We begin by examining this case because by a theorem of M. Riesz ([3]),
H ∈ B(Lp(T), Lp(T)). This allows us to view N and M as, essentially, differential operators – the operator
H presents no special obstacle to finding the appropriate domains for N and M .

Proposition 3. For 1 < p < ∞, M and N can be extended so that M ∈ B(B
2+1/p
p,1 (D), Lp(∂D)) and

N ∈ B(B
3+1/p
p,1 (D), Lp(∂D)).
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Proof. We have that W ∈ B(W 1
p (T), Lp(T)). Consequently,

U1 ∈ B(W 1
p (T), Lp(T)), (2.6)

U2 ∈ B(W 2
p (T), Lp(T)), (2.7)

V1 ∈ B(W 2
p (T), Lp(T)), (2.8)

V2 ∈ B(W 3
p (T), Lp(T)). (2.9)

Furthermore, Tr is in B(B
k+1/p
p,1 (D), W k

p (∂D)) for k = 0, 1, 2, .. and Dn is in B(B
k+1+1/p
p,1 (D), W k

p (∂D)) (see
[1, Chapter 6]). Thus,

‖Mf‖Lp(∂D) ≤ const(p)‖f‖
B

2+1/p
p,1 (D)

, (2.10)

‖Nf‖Lp(∂D) ≤ const(p)‖f‖
B

3+1/p
p,1 (D)

. (2.11)

First L∞ and L1 bounds H is, unfortunately, not bounded on L1 or L∞ (or even C), which makes
obtaining uniform bounds for Nf and Mf not entirely straightforward. In either case, we can make the
sacrifice of requiring a little more smoothness in order to find a space that works.

Proposition 4. For ǫ > 0, M and N can be extended so that M ∈ B(C2+ǫ(D), C(∂D)) and N ∈
B(C3+ǫ(D), C(∂D).

Proof. For 0 < ǫ < 1, H is a bounded operator from Cǫ(T) to C(T) (indeed, to Cǫ). With this in mind, we
can proceed precisely as in the case 1 < p < ∞ (with trace meaning restriction). Thus, there is a constant,
depending only on ǫ so that, for f ∈ C2+ǫ

‖Mf‖∞ ≤ const (ǫ)‖f‖C2+ǫ(D), (2.12)

and, for f ∈ C3+ǫ

‖Nf‖∞ ≤ const (ǫ)‖f‖C3+ǫ(D). (2.13)

In the case of L1, we make use of the estimates already obtained for 1 < p < ∞. Since Lp is embedded in

L1, we can use (2.10) and (2.11) to obtain, for f ∈ B
2+1/p
p,1 ,

‖Mf‖1 ≤ (2π)1−1/p‖Mf‖p ≤ const (p)‖f‖
B

2+1/p
p,1 (D)

,

and, for f ∈ B
3+1/p
p,1 ,

‖Nf‖1 ≤ (2π)1−1/p‖Nf‖p ≤ const (p)‖f‖
B

3+1/p
p,1 (D)

.

Given ǫ > 0, and for p sufficiently small, we have the embedding Bj+ǫ
1,q → B

j+1/p
p,1 . So, for f with a little

extra smoothness, we have
‖Mf‖1 ≤ const (ǫ, q)‖f‖B3+ǫ

1,q (D),

and
‖Nf‖1 ≤ const (ǫ, q)‖f‖B4+ǫ

1,q (D).
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Second L∞ and L1 bounds We can say more, however, if we utilize the Zygmund spaces, which have
arisen in the study of the 2π-periodic Hilbert transform. These are, for a general, finite measure space Ω,
Lexp(Ω) and L logL(Ω). Lexp(Ω) is the Banach space consisting of all integrable functions f which, for some
positive λ, satisfy

∫

eλ|f | < ∞. L log L(Ω) is the Banach space which consists of integrable functions which
satisfy

∫

|f | log+ |f | < ∞, where log+ s := max(log s, 0) . They are given the norms

‖f‖L log L := inf

{

ℓ > 0 :

∫

Ω

|f(x)|
ℓ

log+

|f(x)|
ℓ

dx ≤ 1

}

, (2.14)

‖f‖Lexp := inf

{

ℓ > 0 :

∫

Ω

|f(x)|
ℓ

dx ≤ 1

}

. (2.15)

They are closely related to L∞ and L1, respectively, as evidenced by the embedding

L∞ → Lexp → Lp → L logL → L1, 1 < p < ∞, (2.16)

and are associated in the sense that the Hölder-like inequality
∣

∣

∣

∣

∫

fg

∣

∣

∣

∣

. ‖f‖Lexp‖g‖L log L

holds, as does the converse:

‖f‖L log L(Ω) . sup
‖g‖Lexp=1

∣

∣

∣

∣

∫

fg

∣

∣

∣

∣

.

In fact, one has Lexp(Ω) = (L log L(Ω))′. For good measure, and for use later, we give a third equivalent
norm for L logL(Ω):

‖f‖L log L(Ω) ∼
∫ |Ω|

0

f∗(t) log+(|Ω|/t) dt,

where f∗ is the decreasing rearrangement of f , defined as f∗(t) := sup
{

λ | t <
∣

∣f−1 ( (λ,∞) )
∣

∣

}

.

These spaces are especially useful to us, because H maps L∞(T) boundedly to Lexp(T):

‖Hf‖Lexp(T) . ‖f‖L∞(T), (2.17)

and it maps L logL(T) boundedly to L1(T):

‖Hf‖L1(T) . ‖f‖L log L(T). (2.18)

An excellent introduction, including definitions and basic properties related to the operator H which we use
here can be found in [5, Ch. 4, Sect.s 6 and 8].

For the L∞ bounds, we can immediately apply (2.17), which shows us that W ∈ B(C1(T), Lexp(T)). Thus,
proceeding as in the case 1 < p < ∞,

‖Mf‖Lexp . ‖f‖C2(D) (2.19)

and, for f ∈ C3(D),
‖Nf‖Lexp . ‖f‖C3(D). (2.20)

For the L1 bounds, we will employ (2.18), but this situation is slightly more complicated because the
smoothness space must consist of functions possessing derivatives in L log L. Here we utilize the Sobolev-
type space W kL logL(Ω) (actually, this is a Sobolev-Orlicz space, as we remark below), which consists of
all functions f possessing weak derivatives of order up to k in L logL(Ω). (Obviously, Ω is assumed to be a
suitable set. In our case, either a bounded region in R2 or T.) W kL logL(Ω) is given the norm

‖f‖W kL log L(Ω) =
∑

|α|≤k

‖Dαf‖L log L(Ω).

9



A consequence of the embedding (2.16) is that, for |Ω| < ∞ and p > 1, we have the embedding W k
p (Ω) →

W kL logL(Ω).

We are particularly interested in the spaces W kL logL(T) for k = 1, 2, 3, because evidently U1 maps
W 1L log L(T) boundedly to L log L(T), and V1 maps W 2L logL(T) boundedly to L log L(T). All that re-
mains is a trace theorem which allows us to map functions defined on the disc to their boundary values.
This is to be found in Lemma 18, a consequence of which states that Tr maps W k+1L logL(D) boundedly
to W kL log L(∂D). Hence,

‖Mf‖1 . ‖f‖W 3L log L(D). (2.21)

Using a similar argument, we have that for f ∈ W 4L logL(D)

‖Nf‖1 . ‖f‖W 4L log L(D). (2.22)

As a final note regarding the background of Lexp and L log L, we observe that both can be viewed as Orlicz
spaces – spaces, each associated with a certain nonnegative function B, consisting of functions which, when
scaled and composed with B, are integrable. That is, spaces of functions which consist of all f for which
there exist λ > 0 such that B(λ|f |) is integrable. This context, although not strictly necessary for the time
being, is useful in Section 7, when we directly employ the theory of Sobolev-Orlicz spaces to obtain the trace
theorem for W kL logL(D).

Observe that we are now able to extend the domain of the approximation scheme TΞ. We have:

Lemma 5. If the coefficient kernels a0, a1 and a2 (introduced in 1.7) each satisfy the uniform boundedness
condition

sup
α

‖ai(α, ·)‖ℓ∞ < ∞,

then, for f ∈ W 4L logL(D), the approximant given by (1.6) is well defined.

3 Estimating the Error Kernels

As we will see in the next section, the key to providing good approximations by functions of the form
(1.6) is to obtain suitable decay and a sufficiently small uniform bound on the“error kernels” E0(x, α) =
|φ(x − α) − φ0(x, α)|, E1(x, α) = |φ(x − α) − φ1(x, α)| and E2(x, α) = |Dnφ(x − ·)(α) − φ2(x, α)| (with φi

as in (1.7)). In order to obtain appropriate error bounds on the error kernels Ei, we need coefficient kernels
that reproduce the functionals of point evaluation and directional derivative on spaces of polynomials of
fixed degree, and, especially at the boundary, we want a high degree of polynomial precision: the degree of
polynomial precision of the “coefficient kernels” ai is tied to the rate of decay of the error kernels. In order
to diminish boundary effects, it will be important for E1(·, α) and E2(·, α) to have a high rate of decay (as
|x − α| increases) for α on the boundary.

Our first lemma shows that φ (or an arbitrary directional derivative of φ) can be approximated well by a
few nearby scattered translates producing decreasing and bell-shaped error.

Lemma 6. Let α ∈ R2 and suppose that c ∈ RΞ satisfies supp(c) ⊂ Bρ(α), for some ρ > 0.

If
∑

c(ξ)p(ξ) = p(α) for all p ∈ Πm, then, for every x ∈ R2,

∣

∣

∣

∣

∣

∣

φ(x − α) −
∑

ξ∈Ξ

c(ξ)φ (x − ξ)

∣

∣

∣

∣

∣

∣

≤ const (m)(1 + ‖c‖ℓ1)ρ
2

(

1 +
|x − α|

ρ

)1−m

. (3.1)
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Alternatively, if, for some |η| = 1,
∑

c(ξ)p(ξ) = ρ(Dηp)(α) for all p ∈ Πm, then for every x ∈ R2

∣

∣

∣

∣

∣

∣

Dηφ(x − α) −
∑

ξ∈Ξ

c(ξ)

ρ
φ (x − ξ)

∣

∣

∣

∣

∣

∣

≤ const (m)(1 + ‖c‖ℓ1)ρ

(

1 +
|x − α|

ρ

)1−m

. (3.2)

Proof. For both estimates, we consider the case when x is far from α separately from the case when x and
α are nearby.

We consider the first case, |x−α| > 2ρ, because here the sum
∑

c(ξ)φ (· − ξ) is in C∞. Let P be the Taylor
polynomial to φ of degree m and centered at x − α. Then φ(x − ξ) = P (x − ξ) + R(x − ξ) where R is the
remainder term in Taylor’s theorem

R(x − ξ) =
1

(m + 1)!
|α − ξ|m+1Dm+1

ζ φ(x − α + σ(α − ξ)),

where ζ := α−ξ
|α−ξ| and 0 < σ < 1. Since |Dm+1

ζ φ(s)| ≤ const (m)|s|1−m for m ≥ 2 (see Lemma 7 below) we

obtain, with λ = δx−α (in the first case) or λ = ρδx−αDη (in the second)

|λφ −
∑

c(ξ)φ (x − ξ) | = |λP −
∑

c(ξ) (P (x − ξ) + R(x − ξ)) | =
∣

∣

∣

∑

c(ξ)R(x − ξ)
∣

∣

∣

≤ const (m)‖c‖ℓ1ρ
m+1 (|x − α| − ρ)

1−m ≤ const (m)‖c‖ℓ1ρ
2

(

1 +
|x − α|

ρ

)1−m

In the second case, (3.2) follows by dividing by ρ.

When |x−α| ≤ 2ρ, we utilize the fact that φ has a zero of order nearly 2 at the origin. Specifically, we make
use of the fact that, for any nonzero ρ, φ = ρ2φ(·/ρ) + | · |2 log |ρ|. In each case, it follows that

λφ −
∑

c(ξ)φ(x − ξ) = ρ2λφ(·/ρ) − ρ2
∑

c(ξ)φ((x − ξ)/ρ).

Thus, in the first case (when λ = δx−α),
∣

∣

∣λφ −
∑

c(ξ)φ (ξ − x)
∣

∣

∣ ≤ ρ2‖φ‖L∞(B3(0))(1 + ‖c‖ℓ1)

and, in the second case (when λ = ρδα−xDη)
∣

∣

∣λφ −
∑

c(ξ)φ (ξ − x)
∣

∣

∣ ≤ ρ2
(√

2 ‖φ‖W 1
∞(B2(0)) + ‖φ‖L∞(B3)(0)‖c‖ℓ1

)

Again, the result is obtained by dividing through by ρ.

The following is a technical fact about derivatives of the function φ used in Lemma 6.

Lemma 7. For any integer m ≥ 3, there exists a constant const (m) so that, for any direction |ζ| = 1 the
iterated directional derivative has polynomial decay:

|Dm
ζ φ(s)| ≤ const (m)|s|2−m.

Proof. First note that, by rotational symmetry of φ, it suffices to consider ζ = e1. By a simple computation,

one easily sees that D3
e1

φ(s) = 6 s1

|s|2 − 4
s3
1

|s|4 = s1

|s|2 (6 − 4
s2
1

|s|2 ). By induction, it follows that

Dm
e1

φ(s) =







s1

|s|m−1 pm

(

s2
1

|s|2

)

, for odd m,

1
|s|m−2 pm

(

s2
1

|s|2

)

, for even m.

For each m, pm is a polynomial, and it determines the constant in the statement of the theorem: const (m) =
‖pm‖L∞([0,1]).
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3.1 Interior and Boundary Conditions

Lemma 6 provides us with some insight how best to choose the coefficient kernels ai – each must reproduce
polynomials using only nearby centers. In this section we give specific conditions on each coefficient kernel.

Interior Center Assumptions. We say that the kernel c : D × Ξ → C satisfies IC(m, ρ, k) if, for every
α ∈ D :

1.
∑

c(α, ξ)p(ξ) = p(α) for all p ∈ Πm.

2. supp(c(α, ·)) ⊂ Bρ(α).

3.
∑ |c(α, ξ)| ≤ k.

Boundary Center Assumptions I. We say that the kernel c : ∂D × Ξ → C satisfies BC1(m, ρ, k) if for
every α ∈ ∂D:

1.
∑

c(α, ξ)p(ξ) = p(α) for all p ∈ Πm.

2. supp(c(α, ·)) ⊂ Bρ(α).

3.
∑ |c(α, ξ)| ≤ k.

Boundary Center Assumptions II. We say that the kernel c : ∂D×Ξ → C satisfies BC2(m, ρ, k) if for
every α ∈ ∂D:

1.
∑

c(α, ξ)p(ξ) = Dnp(α) for all p ∈ Πm.

2. supp(c(α, ·)) ⊂ Bρ(α).

3.
∑ |c(α, ξ)| ≤ k/ρ.

For each set of assumptions, the first argument determines the degree of precision of the coefficients. As we
have seen in Lemma 6, this controls the rate of decay of the error

|λφ −
∑

c(α, ξ)φ(x − ξ)| (3.3)

as |x − α| grows. It plays a small but important role in the error analysis. The success of the scheme relies
on the global integrability of errors such as (3.1) and (3.2). Hence, m should be sufficiently large (m ≥ 4). A
secondary role it plays, is to diminish the effects of the boundary in the interior. The second argument, which
corresponds to the size of the support of the coefficients, is a measure of the density of the nearby centers.
Although ρ may be selected independently for all three conditions – a fact that we will exploit to good effect
in Section 6 – in order to get more conventional results, we wish to find coefficients with ρ proportional to
the fill distance h(Ξ, D), while keeping the third coefficient as small as possible. Fortunately, this happens
automatically when Ξ is sufficiently dense, as evidenced by the next proposition, which is essentially an
application of some basic results from the theory of norming sets, developed in [12, Section 3] for the sphere.
A clear exposition (and the one motivating the following lemma) is to be found in [25, Chapter 3].

Lemma 8. For any degree of polynomial precision m ≥ 1 and for h(Ξ, D) ≤ 1/Km where Km := 48m2

there exists a kernel a0 : D × Ξ → R satisfying IC(m, Kmh, 2) and there exist kernels a1, a2 : ∂D × Ξ → R

satisfying BC1(m, Kmh, 2) and BC2(m, Kmh, 2
3Km) respectively.

12



Proof. The result for a0 and a1 follow immediately from [25, Theorem 3.14], and the result for a2, although
not explicitly stated in the theorem, is a simple consequence. For the sake of completeness, we paraphrase
the argument here.

The proof hinges on finding a nearby set Cα ⊂ D and a set of centers Ξα := Cα ∩ Ξ, for which the point
evaluation functionals {δξ | ξ ∈ Ξα} form a norming set for the space of polynomials Πm, meaning that
the restriction operator Rm,Cα : p 7→ p|Ξα

is 1 − 1, and hence is invertible on its range. Furthermore, the
norming constant should be 2, which means that for all p ∈ Πm

‖p‖L∞(Cα) ≤ 2‖Rm,Cαp‖ℓ∞(Ξα).

It follows that for any functional µ on Πm, there is a corresponding functional (R−1
m,Cα

)∗µ = µ ◦ R−1
m,Cα

in
((Πm)|Ξα

)′, which can be extended (with the same norm by the Hahn-Banach theorem) to be in (ℓ∞(Ξα))′

and hence has a representation cµ in ℓ1(Ξα) (again, having the same norm). That is,

∑

cµ(ξ)p(ξ) = µp

and ‖cµ‖ℓ1 ≤ 2‖µ‖(Πm)′ .

For α ∈ D, the set Cα is identified in [25, Theorem 3.14] as a cone, which we can take to be, for an appropriate
choice of θ and r,

Cα :=

{

α + λy | |y| = 1, |ζα| = − α

|α| , yT ζα ≥ cos θ, 0 ≤ λ ≤ r

}

.

In the interest of easy exposition, we have chosen θ = π/6 (although there is some flexibility in selecting
this), and r = 48m2. This choice guarantees (by [25, Theorem 3.8] and [25, Proposition 3.13]) that Ξα

provides a norming set for Πm on Cα with norming constant 2. By the norming set argument, we have the
existence of the kernels ai, and since Cα is contained in the ball BKmh(α), it follows that ρ = Kmh.

The proof is finished by estimating the norms of the linear functionals p 7→ p(α) and p 7→ Dnp(α). Clearly,
the first has norm less than 1, and, thus, we have that the kernels a0, a1 satisfy their respective conditions.
By a multivariate version of the Bernstein inequality [25, Proposition 11.6] (which follows directly from the
multivariate Bernstein inequality for cubes developed recently in [21, Section 6]), we have that

‖Dnp‖L∞(Cα) ≤ (3h)−1‖p‖L∞(Cα).

It follows, thus, that ‖a2(α, ·)‖ℓ1 ≤ 2
3h .

3.2 Estimates on the Error Kernels

In light of Lemma 6, we can make some observations about the error kernels Ei, i = 0, 1, 2 (defined in (1.15),
(1.16) and (1.17)), and on the operators they generate: g 7→

∫

Ei(x, α)g(α). These results will be used in
the next section to provide error estimates for the approximation scheme TΞ. The crucial step is to estimate

integrals of
(

1 + |x−α|
ρ

)1−m

, which appeared in Lemma 6.

Observe that, employing a simple change to polar coordinates, we obtain

∫∫

R2

(

1 +
|y|
ρ

)1−m

dy ≤ 2π

∫ ∞

0

(

1 +
r

ρ

)1−m

r dr ≤ 2πρ2

∫ ∞

1

t1−m(t − 1) dt =
2πρ2

(m − 3)(m − 2)
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Thus, if a0 satisfies IC(m, ρ, k), with m ≥ 4 then by Lemma 6 we obtain

sup
x∈D

‖E0(x, ·)‖1 ≤ const(k, m)ρ4, (3.4)

sup
α∈D

‖E0(·, α)‖1 ≤ const(k, m)ρ4. (3.5)

The first of these inequalities shows that the operator g 7→
∫

g(α)E0(·, α)dα is in B(L∞(D), L∞(D)) with
norm less than const(k, m)ρ4, while the second gives an estimate for the norm in B(L1(D), L1(D)). Inter-
polating estimates (3.4) and (3.5), it follows that the operator g 7→

∫

g(α)E0(x, α)dα is in B(Lp(D), Lp(D))
for 1 ≤ p ≤ ∞ with operator norm less than const(k, m)ρ4. That is, for 1 ≤ p ≤ ∞,

∥

∥

∥

∥

∫∫

D

E0(·, α)g(α) dα

∥

∥

∥

∥

Lp(D)

≤ const (k, m)ρ4‖g‖Lp(D). (3.6)

We note that, although the interpolation can be justified using the Riesz Interpolation Theorem (also known
as the Riesz Convexity Theorem [5, Ch. 4, Theorem 1.7]), because the kernel (x, α) 7→ E0(x, α) is positive,
the result can be obtained from scratch using Hölder’s inequality (see [5, Ch. 4, Theorem 1.2]).

Along the same lines, if we assume that a1 satisfies BC1(m, ρ, k) and that a2 satisfies BC2(m, ρ, k/ρ) we
obtain

sup
α∈∂D

‖E1(·, α)‖1 ≤ const(k, m)ρ4, (3.7)

sup
α∈∂D

‖E2(·, α)‖1 ≤ const(k, m)ρ3. (3.8)

Next we focus on estimating the boundary kernels. The difference we encounter in these estimates is that
‖E1(x, ·)‖ and ‖E2(x, ·)‖ are sensitive to the position of x. Thus we make separate estimates for x at different
distances from the boundary. To this end, we define the “dyadic” annulus Aj , j ∈ N:

Aj := Aρ
j :=

{

{x ∈ D | d(x, ∂D) ≤ ρ}, j = 0,

{x ∈ D | 2j−1ρ ≤ d(x, ∂D) ≤ 2jρ}, j ≥ 0.
(3.9)

Lemma 9. Let m ≥ 4. For x ∈ AJ
∥

∥

∥

∥

∥

(

1 +
|x − ·|

ρ

)1−m
∥

∥

∥

∥

∥

L1(∂D)

≤ const(m) 2(2−m)Jρ,

and, for ρ < 1/2π,
∥

∥

∥

∥

∥

(

1 +
|x − ·|

ρ

)1−m
∥

∥

∥

∥

∥

L log L(∂D)

≤ const(m) 2(2−m)Jρ | log ρ|.

Proof. Both inequalities follow by estimating the decreasing rearrangement F ∗ of F :=
(

1 + |x−·|
ρ

)1−m

. To

do this, we decompose ∂D into arcs about x. For j ∈ {−1} ∪ N, define:

ω−1 := ∅ (3.10)

ωj := ∂D ∩ B2jρ(x) (3.11)

and note that the intersection of ∂D with balls of radius 2jρ are of length less than 2π2jρ. From this it
follows that 2jρ ≤ σ(ωj) ≤ 2π2jρ for j > J , and 0 ≤ σ(ωJ ) ≤ 2π2Jρ. For α in the difference of two
successive arcs, ωj\ωj−1, one has

(

1 +
|x − α|

ρ

)1−m

≤ 2(j−1)(1−m).
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We have also, that r 7→ F (∂D ∩ ∂Br(x)) is single valued, decreasing and, hence, for σ(ωj−1) ≤ t ≤ σ(ωj),
one has F ∗(t) ≤ F ∗(σ(ωj−1)) = F

(

∂D ∩ ∂B2j−1ρ(x)
)

≤ 2(j−1)(1−m). This allows us to estimate the above
norms:

∥

∥

∥

∥

∥

(

1 +
|x − ·|

ρ

)1−m
∥

∥

∥

∥

∥

L1

=

∫ 2π

0

F ∗(t) dt

≤
∞
∑

j=J

∫ σ(ωj)

σ(ωj−1)

F ∗(t) dt

≤
∞
∑

j=J

const 2j ρ 2(j−1)(1−m)

≤ const (m) 2(2−m)Jρ.

The L logL norm follows in much the same way:

∥

∥

∥

∥

∥

(

1 +
|x − ·|

ρ

)1−m
∥

∥

∥

∥

∥

L log L(∂D)

=

∫ 2π

0

F ∗(t) log

(

2π

t

)

dt

=

∞
∑

j=J

∫ σ(ωj)

σ(ωj−1)

F ∗(t) log

(

2π

t

)

dt

≤ 2(J−1)(1−m)

∫ σ(ωJ )

0

log

(

2π

t

)

dt

+

∞
∑

j=J+1

const 2j ρ 2(j−1)(1−m) (log 2π − j log 2 − log ρ)

≤ const (m) 2J(2−m)ρ (log 2π + | log ρ|) ,

where we have made use of the fact that
∫ σ(ωJ )

0 log 2π
t dt ≤ const 2Jρ | log ρ|. Thus for ρ ≤ 1

2π , the lemma
follows.

These last two estimates allow us to measure the norm of the boundary error kernels. That is, we have
two sets of estimates, each complementary to (3.7) and (3.8). Again, assuming that a1 and a2 satisfy
BC1(m, ρ, k) and BC2(m, ρ, k), respectively, then by Lemma 9 we obtain:

‖E1(x, ·)‖L log L(∂D) ≤ const(k, m)

(

1 +
d(x, ∂D)

ρ

)2−m

ρ3 | log ρ|, (3.12)

‖E2(x, ·)‖L log L(∂D) ≤ const(k, m)

(

1 +
d(x, ∂D)

ρ

)2−m

ρ2 | log ρ|, (3.13)

and

‖E1(x, ·)‖1 ≤ const(k, m)

(

1 +
d(x, ∂D)

ρ

)2−m

ρ3, (3.14)

‖E2(x, ·)‖1 ≤ const(k, m)

(

1 +
d(x, ∂D)

ρ

)2−m

ρ2. (3.15)

Interpolating between (3.7) and (3.14) shows that the operator g 7→
∫

E1(·, α)g(α) dσ(α) is bounded on Lp:

∥

∥

∥

∥

∫

E1(·, α)g(α) dσ(α)

∥

∥

∥

∥

Lp(D)

≤ const(p, k, m)ρ3+1/p‖g‖Lp(∂D). (3.16)
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Likewise, interpolating between (3.8) and (3.15) shows that the operator g 7→
∫

E2(·, α)g(α) dσ(α) is bounded
on Lp :

∥

∥

∥

∥

∫

E2(·, α)g(α) dσ(α)

∥

∥

∥

∥

Lp(D)

≤ const(p, k, m)ρ2+1/p‖g‖Lp(∂D). (3.17)

4 Main Theorem and Corollaries

Having discussed some conditions on the distribution of centers giving rise to error kernels Ei with nicely
bounded operator norms, we are now ready to state our main theorem.

Theorem 10. Suppose m ≥ 4 is an integer, ρ1, ρ2, k > 0, and assume the existence of coefficient kernels
a0 : D × Ξ → R and a1, a2 : ∂D × Ξ → R that satisfy, respectively, IC(m, ρ1, k), BC1(m, ρ2, k) and
BC2(m, ρ2, k). For f ∈ C4

(

D
)

the approximant TΞf satisfies the pointwise bound,

|TΞf(x) − f(x)| . ρ4
1‖∆2f‖L∞(D)

+

(

1 +
d(x, ∂D)

ρ2

)2−m

ρ2
2| log ρ2|

(

ρ2‖f‖C3(D) + ‖f‖C2(D)

)

. (4.1)

For ǫ > 0, we have the slightly improved estimate

|TΞf(x) − f(x)| . ρ4
1‖∆2f‖L∞(D)

+const (ǫ)

(

1 +
d(x, ∂D)

ρ2

)2−m

ρ2
2

(

ρ2‖f‖C3+ǫ(D) + ‖f‖C2+ǫ(D)

)

. (4.2)

For f ∈ W 4
p (D), 1 < p < ∞, we have

‖TΞf − f‖p . ρ4
1 ‖∆2f‖Lp(D) + ρ

3+1/p
2 ‖f‖

B
3+1/p
p,1 (D)

+ ρ
2+1/p
2 ‖f‖

B
2+1/p
p,1 (D)

. (4.3)

Finally, for f ∈ W 4L logL(D) we have

‖TΞf − f‖L1(D) . ρ4
1 ‖∆2f‖L1(D) + ρ4

2 ‖f‖W 4L log L(D) + ρ3
2 ‖f‖W 3L log L(D). (4.4)

Before we embark on the proof, some remarks are in order. First, note that for each estimate in (4.1)-(4.4),
the symbol . implies inequality up to multiplication by a constant depending only on m, k and, in the case
of (4.3), p.

Secondly, in light of Proposition 8, we may, if we wish, take ρ1 = ρ2 ∼ h(Ξ, D), provided Ξ is sufficiently
dense. In so doing, we see that Johnson’s upper bounds are attained. More will be said about this later
in this section, where we give results in terms of the uniform density parameter h for functions of lower
smoothness.

Each of the error estimates (4.1)-(4.4) show how the effects of the boundary components of TΞ are decoupled
from the interior component. As an extreme example, if Nf = Mf = 0, (that is, if f is a Newtonian
potential) then the error is due solely to the body integral – the boundary effects are absent and the error
in approximating this kind of function is O(ρ4

1).

Conversely, if f is biharmonic (and, hence, determined solely by its boundary values), then the error consists
only of boundary effects (and, one needs only to have centers at the boundary). Although approximation
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at the boundary is (relatively) poor, it is possible to attain extremely fast convergence in the interior by
increasing the polynomial precision m. Specifically, on compact subsets of D, ‖TΞf − f‖L∞ = O(ρm

2 ). In
light of this, we recall Schaback and Wendland’s saturation result [24, Theorem 7.4], which seems to be a
complementary result (albeit for interpolation). It states that if ‖IΞf − f‖L∞(K) = o(h4) for every compact
subset K of a region Ω with a smooth boundary, then f is biharmonic.

Clearly, to mitigate the effects of the boundary, one has two options: increase the polynomial precision m,
which causes the effects to be limited to smaller annuli, or decrease ρ2 relative to ρ1. This is the subject of
the next section, and will be discussed in more detail there.

Proof. Invoking the definition of TΞ and Proposition 1.12 we have, for f ∈ C∞(D),

|f − TΞf | ≤
∫∫

|∆2f(α)|E0(·, α) dα

+

∫

|Nf(α)|E1(·, α) dσ(α)

+

∫

|Mf(α)|E2(·, α) dσ(α).

(Recall that Ei is defined in (1.15) - (1.17).) This inequality is the starting point for each estimate (4.1)-(4.4).

For the pointwise estimates, we apply Hölder’s inequality for each of the three terms, with ∆2f ∈ L∞ and
E0(x, ·) ∈ L1; Nf ∈ L∞ or Lexp and E1(x, ·) in L1 or L logL respectively; and Mf ∈ L∞ or Lexp and
E2(x, ·) in L1 or L log L respectively.

|TΞf(x) − f(x)| . ‖∆2f‖∞‖E0(x, α)‖1

+‖Nf‖Lexp‖E1(x, ·)‖L log L(∂D) + ‖Mf‖Lexp‖E2(x, ·)‖L log L(∂D)

. ρ4
1‖∆2f‖∞

+

(

1 +
d(x, ∂D)

ρ2

)2−m
(

ρ3
2| log ρ2|‖Nf‖Lexp + ρ2

2| log ρ2|‖Mf‖Lexp

)

. ρ4
1‖∆2f‖∞

+

(

1 +
d(x, ∂D)

ρ2

)2−m

ρ2
2| log ρ2|

(

ρ2‖f‖C3(D) + ‖f‖C2(D)

)

.

The second inequality results from applying the estimates we obtained on the error kernels, viz., (3.4), (3.12)
and (3.13). The last inequality is a consequence of the bounds we obtained on N and M , cf. (2.19) and
(2.20). From this, (4.1) follows.

For the second pointwise estimate, we merely use a different Hölder’s inequality on the boundary integrals.

|TΞf(x) − f(x)| ≤ ‖∆2f‖∞‖E0(x, α)‖1

+‖Nf‖L∞‖E1(x, ·)‖L1(∂D) + ‖Mf‖L∞‖E2(x, ·)‖L1(∂D)

. ρ4
1‖∆2f‖∞

+

(

1 +
d(x, ∂D)

ρ2

)2−m
(

ρ3
2‖Nf‖L∞ + ρ2

2‖Mf‖L∞

)

. ρ4
1‖∆2f‖∞

+

(

1 +
d(x, ∂D)

ρ2

)2−m

ρ2
2

(

ρ2‖f‖C3+ǫ(D) + ‖f‖C2+ǫ(D)

)

.

The second inequality results from applying the estimates we obtained on the error kernels: (3.4), (3.14)
and (3.15). The last inequality is a consequence of the bounds we obtained on N and M : (2.12) and (2.13).
This settles (4.2).
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For the Lp error estimates (4.3), we obtain, for f ∈ C∞(D)

‖TΞf − f‖p . ρ4
1‖∆2f‖Lp(D) + ρ

3+1/p
2 ‖Nf‖Lp(∂D) + ρ

2+1/p
2 ‖Mf‖Lp(∂D)

. ρ4
1‖∆2f‖Lp(D) + ρ

3+1/p
2 ‖f‖

B
3+1/p
p,1 (D)

+ ρ
2+1/p
2 ‖f‖

B
2+1/p
p,1 (D)

. (4.5)

The first inequality results from applying the operator norm estimates obtained by interpolation in Section
3, namely (3.6), (3.16) and (3.17). The last inequality is a consequence of the bounds we obtained on N and

M : (2.10) and (2.11). Using the density of C∞(D) in W 4
p (D), and the embedding W 4

p (D) → B
3+1/p
p,1 (D) →

B
2+1/p
p,1 (D), we extend the estimate (4.5) to all of W 4

p (D).

For the L1 error estimates (4.4), we obtain, for f ∈ C∞(D).

‖TΞf − f‖1 . ρ4
1‖∆2f‖1 + ρ4

2‖Nf‖L1 + ρ3
2‖Mf‖L1

. ρ4
1‖∆2f‖p + ρ4

2‖f‖W 4L log L(D) + ρ3
2‖f‖W 3L log L(D). (4.6)

The first inequality results from applying (3.5), (3.7) and (3.8) – the L1 operator bounds for the kernels
E0, E1, E2. The last inequality is a consequence of the bounds we obtained on N and M : (2.21) and
(2.22). (4.4) follows by extending (4.6) to all of W 4L logL(D) by density of C∞(D), and by the embeddings
W 4L log L(D) → W 3L logL(D) and W 4L logL(D) → W 4

1 (D).

Note: Observe that the last estimate (4.4) also holds for f ∈ B
3+1/p
p,1 (D)∩W 4

1 (D) for 1 < p < ∞, and, hence,

for f ∈ B4+ǫ
1,q (D) for 1 ≤ q ≤ ∞ and ǫ > 0.

‖TΞf − f‖L1(D) . ρ4
1 ‖∆2f‖L1(D) + ρ4

2 ‖f‖
B

3+1/p
p,1 (D)

+ ρ3
2 ‖f‖

B
2+1/p
p,1 (D)

, (4.7)

and
‖TΞf − f‖L1(D) . ρ4

1 ‖∆2f‖L1(D) + ρ4
2 ‖f‖B4+ǫ

1,q (D) + ρ3
2 ‖f‖B3+ǫ

1,q (D). (4.8)

This is a direct consequence of the fact, noted in Section 2, that N ∈ B(B
3+1/p
p,1 (D), L1(∂D)) and M ∈

B(B
2+1/p
p,1 (D), L1(∂D)).

We use the preceding theorem to obtain optimal approximation orders – now in terms of a single approxi-
mation parameter ρ = ρ1 = ρ2 (which, by Lemma 8 can be taken proportionate to h(Ξ, D)), but for larger
classes of functions than previously considered. Specifically, we aim to approximate functions with degree
of smoothness roughly 2 + 1/p measured in Lp (so, with smoothness commensurate with the approximation
order). In each case (p = ∞, 1 < p < ∞, and p = 1), this is accomplished by the same procedure. The
function to be approximated is split into a smooth part, g, and a part which is appropriately small in Lp,
b = f − g. The approximant is the operator TΞ applied to the smooth part, thus sf,Ξ = TΞg. Clearly, g
should be in one of the spaces suitable for obtaining error estimates, i.e., those mentioned in Theorem 10,
although we will require more than this.

In each case, the split f = g + b, is achieved by the same method. To obtain g, first f is extended to
R2. Next, g is the extension convolved with an appropriately dilated, smooth mollifier possessing a Fourier
transform which is sufficiently flat near the origin. To this end, we denote by ηh the dilation by h of a function
η : R2 → C. That is, ηh = h−2η(·/h). We denote by E the strong extension operator of order 4, defined in
[1, 5.22]. This operator extends functions in C(D) to functions in C(R2) with support in the compact disc
BK(0). Most importantly, E ∈ B(Cj(D), Cj(R2)) for j ≤ 4. It extends functions from each smoothness space
we employ – Sobolev, Hölder, Besov and Sobolev-Orlicz – to the corresponding smoothness space over R2.
I.e., it is in B(W j

p (D), W j
p (R2)) for integers j ≤ 4 and it is in B(Bs

p,q(D), Bs
p,q(R

2)) and B(Cs(D), Cs(R2)) for
0 < s < 4. Moreover, in each case, the crucial properties supp(Ef) ⊂ BK(0) and (Ef)|D = f are preserved.

For the spaces W kL log L, it is straight forward to show that E ∈ B(W kL logL(D), W kL logL(Ω)) where Ω
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is any region containing BK(0). Thus, for h sufficiently small, the convolution ηh∗Ef, for f ∈ W kL log L(D),
is well defined as an element of W kL logL(Ω). (Actually, it is only its restriction to D that interests us.)
The following proposition captures most of what we need from the split f = g + b:

Proposition 11. Suppose k ≤ 4, η ∈ C∞(R2), and supp(η) ⊂ D, and that, furthermore, η satisfies the
moment conditions:

∫

η(x) dx = 1, and
∫

xαη(x) dx = 0 for |α| = 1, . . . , k − 1. For f ∈ W k
p (D), with

1 ≤ p ≤ ∞ and j + k ≤ 4, the following statements hold

‖ηh ∗ Ef‖W k+j
p (D) . h−j‖f‖W k

p (D), (4.9)

‖f − ηh ∗ Ef‖Lp(D) . hk‖f‖W k
p (D). (4.10)

Proof. The first set of inequalities follow by estimating Dα (ηh ∗ Ef), with α ≤ k + j putting all but k
derivatives on ηh. The second follows by writing Ef(x − t) = P (x − t; Ef, k − 1, x) + R(x − t; Ef, k − 1, x),
where, P (·; f, ℓ, x) is the Taylor polynomial centered at x, of degree ℓ. The polynomial annihilation properties
of η ensure that

‖f − ηh ∗ Ef‖Lp(D) ≤
∥

∥

∥

∥

∫

ηh(t)R(· − t; Ef, k − 1, ·) dt

∥

∥

∥

∥

Lp(D)

≤ const (k)
∑

α=k

‖DαEf‖Lp((1+h)D)

∫

tαηh(t) dt

≤ const (k)hk‖f‖W k
p (D).

In what follows, we assume η satisfies the conditions of the previous proposition, with k = 4.

Corollary 12. Suppose m ≥ 4, k > 0 and a0, a1 and a2 satisfy IC(m, ρ, k), BC1(m, ρ, k) and BC2(m, ρ, k),
respectively. If f ∈ C2

(

D
)

, there is an approximant sf,Ξ ∈ S(φ, Ξ) such that

‖sf,Ξ − f‖∞ . ρ2| log ρ| ‖f‖C2(D). (4.11)

If f ∈ C2+ǫ
(

D
)

, ǫ > 0 we have

‖sf,Ξ − f‖∞ . ρ2‖f‖C2+ǫ(D). (4.12)

Clearly, by Lemma 8, if Ξ is sufficiently dense (for instance, if h < 1
48m2 ) then the corollary holds with

ρ = h(Ξ, D) as the approximation parameter:

‖sf,Ξ − f‖∞ . h2‖f‖C2+ǫ(D).

This shows that Johnson’s upper bound is attained.

Proof. We split the function f = g + b so that the following hold:

‖g‖C2+j(D) ≤ constρ−j‖f‖C2(D), for j = 0, 1, 2,

‖b‖∞ ≤ constρ2‖f‖C2(D).

This follows from Proposition 11, with k = 2. Now, we set sf,Ξ := TΞg and the result follows from Theorem
10:

|sf,Ξ(x) − f(x)| ≤ |TΞg(x) − g(x)| + |b(x)|
. ρ4‖g‖C4(D) + ρ3| log ρ| ‖g‖C3(D) + ρ2| log ρ| ‖g‖C2(D) + ‖b‖∞
. ρ2| log ρ| ‖f‖C2(D).
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The second estimate holds if the split satisfies:

‖g‖C4(D) ≤ const ρ−2‖f‖C2+ǫ(D), (4.13)

‖g‖C2+j+ǫ(D) ≤ const ρ−j‖f‖C2+ǫ(D), for j = 0, 1, (4.14)

‖b‖∞ ≤ const ρ2‖f‖C2+ǫ(D). (4.15)

Of these three statements, the first and last are obvious, by the embedding C2+ǫ → C2. The second follows
by estimating |Dαg(x) − Dαg(y)|, with |α| = 2, 3. Let α = α1 + α2, where |α1| = 2, and observe that

∫

|Dα1Ef(x − t) − Dα1Ef(y − t)| |Dα2(ηρ(t))| dt ≤ constρ−|α2||x − y|ǫ‖f‖C2+ǫ

The inequality follows by applying (4.2) of Theorem 10.

Corollary 13. Suppose m ≥ 4 and a0, a1 and a2 satisfy, for some k > 0, IC(m, ρ, k), BC1(m, ρ, k) and

BC2(m, ρ, k), respectively. For f in the Besov space B
2+1/p
p,1 (D), 1 < p < ∞ there exists an approximant

sf ∈ S(φ, Ξ) so that

‖f − sf,Ξ‖p . ρ2+1/p‖f‖
B

2+1/p
p,1 (D)

.

Proof. This follows in much the same way as Corollary 12: we split f = g + b and apply TΞ to g. The proof
is finished when we show that

‖g‖W 4
p

≤ const ρ1/p−2‖f‖
B

2+1/p
p,1

, (4.16)

‖g‖
B

2+j+1/p
p,1

≤ const ρ−j‖f‖
B

2+1/p
p,1

, for j = 0, 1, (4.17)

‖b‖p ≤ const ρ2+1/p‖f‖
B

2+1/p
p,1

. (4.18)

As in Corollary 12, the result follows by applying Theorem 10.

The inequalities (4.16)-(4.18) are obtained by interpolating the results of Proposition 11: The first comes
because the operator f 7→ ηρ ∗ f is in B(W 2

p , W 4
p ) with norm bounded by constρ−2 and in B(W 3

p , W 4
p ), with

norm constρ−1. Since B
2+1/p
p,1 is the [p, 1] interpolation space of W 2

p and W 3
p , we have that the operator is

in B(B
2+1/p
p,1 , W 4

p ) with norm bounded by

const
(

ρ−2
)1−1/p (

ρ−1
)1/p

= const ρ1/p−2.

The second statement is obtained in the same way. Now we observe that, for j = 0, 1, f 7→ ηρ ∗ f is in
B(W 2

p , W 2+j
p ) with norm bounded by constρ−j and in B(W 3

p , W 3+j
p ), again, with norm less than constρ−j .

Thus the operator f 7→ ηρ ∗ Ef is in B(B
2+1/p
p,1 , B

2+j+1/p
p,1 ) with norm less than const ρ−j.

The last statement comes by interpolating the results of Proposition 11 for the operator f 7→ f − ηρ ∗ f. We
know that it is in B(W 2

p , Lp) and B(W 3
p , Lp) with norms bounded by const ρ2 and const ρ3, respectively.

Corollary 14. Suppose m ≥ 4, k > 0, and a0, a1 and a2 satisfy IC(m, ρ, k), BC1(m, ρ, k) and BC2(m, ρ, k),
respectively. For f in the Orlicz-Sobolev space W 3L log L(D) there exists an approximant sf,Ξ ∈ S(φ, Ξ) so
that

‖f − sf,Ξ‖1 . ρ3‖f‖W 3L log L(D). (4.19)

Furthermore, if f is merely in W 3
1 , there is sf,Ξ ∈ S(φ, Ξ) such that

‖f − sf,Ξ‖1 . ρ3| log ρ| ‖f‖W 3
1 (D). (4.20)
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Proof. (4.19) follows in much the same way as the previous two corollaries. The split f = g+b should satisfy

‖g‖W 3+jL log L(D) ≤ constρ−j‖f‖W 3L log L(D) for j = 0, 1, (4.21)

‖b‖1 ≤ constρ3‖f‖W 3L log L(D). (4.22)

Since W 3L logL → W 3
1 , the second inequality is obvious by Proposition 11. To obtain the first, we use the

fact that Lexp and L log L are associate, viz.

‖F‖L log L ∼ sup

{∫

F (x)G(x) dx | ‖G‖Lexp = 1

}

.

To this end, let ‖r‖Lexp(D) = 1, |α| ≤ 3, and |β| ≤ 1. We have
∣

∣

∣

∣

∫

D

r(x)Dα+βg(x) dx

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

D

r(x)(DαEf) ∗ (Dβηρ)(x) dx

∣

∣

∣

∣

= ρ−|β|

∣

∣

∣

∣

∫

R2

∫

D

r(x)(DαEf)(x − t)(Dβη)ρ(t) dxdt

∣

∣

∣

∣

≤ ρ−|β|

∫

R2

‖ (DαEf)(· − t)‖L log L(D)

∣

∣(Dβη)ρ(t)
∣

∣ dt

≤ const ρ−|β|‖f‖W 3L log L(D).

The first inequality is a result of Hölder’s inequality, and the fact that |f(· − t)χD| ≤ |f(· − t)|. The second
inequality follows from the translation invariance of L logL(R2) and the boundedness of E . (4.19) now follows
by applying (4.4).

To prove (4.20), we use the estimate obtained in (4.19), rather than referring to Theorem 10. In this case
we split f ∈ W 3

1 (D) into f = f1 + f2, where f1 ∈ W 3L log L(D) and f2 ∈ L1(D). In this case the split must
satisfy:

‖f2‖1 ≤ const ρ3‖f‖W 3
1 (D), (4.23)

‖f1‖W 3L log L(D) ≤ const | log ρ| ‖f‖W 3
1 (D). (4.24)

We then apply (4.19) to f1, to obtain ‖f − sf1,Ξ‖1 ≤ ‖f1 − sf1,Ξ‖1 + ‖f2‖1.

To obtain the split, we use the same operator as before: f1 = ηρ ∗ Ef , and from Proposition 11 it is obvious
that the first inequality holds. To obtain the second inequality, we utilize the norm for L logL given by:

‖F‖L log L ∼ inf

{

K > 0 |
∫
∣

∣

∣

∣

F (x)

K

∣

∣

∣

∣

log+

∣

∣

∣

∣

F (x)

K

∣

∣

∣

∣

dx ≤ 1

}

.

Thus, we wish to estimate such a K, for F = Dαf1 and |α| ≤ 3. Letting

K = 2 max(‖η‖∞, ‖η‖1)‖Ef‖W 3
1
| log ρ|,

we have
∫
∣

∣

∣

∣

Dαf1(x)

K

∣

∣

∣

∣

log+

∣

∣

∣

∣

Dαf1(x)

K

∣

∣

∣

∣

dx =

∫ |(DαEf) ∗ ηρ|
K

log+

|(DαEf) ∗ ηρ|
K

≤ K−1 log+

(

‖ηρ‖∞‖DαEf‖1

2‖η‖∞‖Ef‖W 3
1
| log ρ|

)

∫

|(DαEf) ∗ ηρ (x)| dx

≤ K−1 log+

(

ρ−2

log ρ−2

)

‖η‖1‖DαEf‖1 ≤ 1.

The first inequality follows by uniformly bounding the log+ factor – namely by observing that ‖f1‖∞ ≤
‖ηρ‖∞‖Ef‖1 – and by pulling this out of the integral. The second integral results from the following fact:
‖ηρ‖∞ = ρ−2‖η‖∞. The final inequality is a consequence of the following: for ρ < 1, log ρ−2 > 1, so

log+
ρ−2

log ρ−2 ≤ log+ ρ−2 = log ρ−2. Thus ‖f1‖W 3L log L(D) ≤ K ≤ const | log ρ|‖f‖W 3
1 (D).
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Note: Observe, as before, that estimate (4.19) of Corollary 14 also holds if we have f ∈ B
2+1/p
p,1 (D)∩W 3

1 (D)

or f ∈ B3+ǫ
1,q (for some ǫ > 0 and any q ≥ 1), instead of f ∈ W 3L logL(D). Theorem 1 follows by collecting

the preceding statement, Corollary 12 and Corollary 13 and applying Lemma 8

5 Overcoming the Boundary Effects

In approximation by scattered translates of φ, there is a substantial difference between the upper bound on
approximation orders for bounded domains (in case one chooses approximants from S(φ, Ξ)) and the free
space approximation order obtained from approximating over R2. In this section, we discuss how to mitigate
these boundary effects by controlling the distribution of the centers.

Observe, first, that by choosing higher polynomial precision at the boundary, we can diminish the region of
boundary effects. As in (4.2), for an arbitrary degree of polynomial precision m, and for sufficiently dense
Ξ, if d(x, ∂D) ∼ ρα, where α ≤ 1 − 2

m−2 , then |TΞf(x) − f(x)| . ρ4‖f‖C4(D).

A similar, stronger, observation has been made in [14] for thin plate spline interpolation in general domains.
There it is shown that the pointwise error from interpolation possesses the bound |IΞf(x)−f(x)| . h4‖f‖W 4

∞

provided x is in a suitably restricted domain. That is, for d(x, ∂Ω) > Kh| logh|, where K is a constant
depending on Ω. (Of course, this is only for Ω possessing a sufficiently smooth boundary, for sufficiently
smooth f and for h = h(Ξ, Ω) sufficiently small.) Thus the boundary effects in this kind of approximation
can be confined to a narrow region along the boundary. A simple consequence of this is that by allowing
some centers to fall outside the disc – specifically, by adding enough centers in the annular region (1 +
Kh| logh|)D\D (or any region with sufficiently smooth boundary) the free space approximation orders are
obtained (naturally, this requires extending the function to be approximated outside the disc). This can be
done at a minimal cost of a multiple of h| log h| extra centers. A drawback of this is that the region where the
error is measured is smaller than the region in which the approximant is actually produced. The situation
is somewhat different if one makes the requirement that the extra centers be contained within the disc; this
is the problem we address in this section.

Johnson’s upper bound was obtained by controlling the density of centers near the boundary of the disc –
precisely by limiting the number of centers in the boundary layer. By proper placement of the centers, we can
obtain approximation orders equal to the free space case. In what follows, for 1 ≤ p < ∞ let σp := 4p/(1+2p)
and let σ∞ := 2 – this constant reflects the increased density near the boundary which is necessary to offset
the boundary effects, as the following corollary – a direct application of Theorem 10 with increased density
at the boundary – demonstrates.

Corollary 15. Given a set of centers Ξ ⊂ D and coefficients satisfying IC(m, ρ, k), BC1(m, ρσp , k) and
BC2(m, ρσp , k) we have the following:

If 1 < p < ∞ and f ∈ W 4
p (D)

‖TΞf − f‖Lp(D) . ρ4‖f‖W 4
p (D).

If p = ∞ and f ∈ C4(D)
‖TΞf − f‖L∞(D) . ρ4‖f‖C4(D).

If p = 1 and f ∈ W 4L log L(D) then

‖TΞf − f‖L1(D) . ρ4‖f‖W 4L log L(D).

Theorem 2 is a result of this corollary, combined with a minor modification of Lemma 8.
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Figure 1: An optimal configuration of centers for measuring error in L∞, with roughly 290 original (scattered)
centers (∗) and 800 centers (+) near the boundary.

With Corollary 15 as our guide we are able to construct the following example, in which the boundary effects
are overcome.

Example: Observe that if an initial set of centers Ξ1 is distributed in D with density h(Ξ1, D) = h, then
#Ξ1 ≥ consth−2. By uniformly distributing extra centers around the boundary, say 10π/H , we can increase
the density there to be H . That is, we add

Ξ2 :=

4
⋃

j=0

{

ξ ∈ D : ξ = (1 − jH) (cos(kH), sin(kH)) , k ∈ 1, · · · , ⌈2π/H2⌉ + 2
}

to obtain Ξ = Ξ1 ∪ Ξ2.

We now show that this configuration admits coefficient kernels satisfying the appropriate boundary condi-
tions. This is accomplished by the following simple continuity argument. The fact that the added centers
allow the boundary conditions to be satisfied follows from their nearness to gridded centers, as H → 0. For
t ∈ ∂D, there is a nearby set of centers ΥH

t which can be rotated, translated and rescaled to coincide nearly
with the fixed centers Υ := {(a, b) ∈ Z2 | a ≥ 0, a − 2 ≤ b ≤ 2}, which is obviously unisolvent, and has
cardinality 15 = dimΠ4. That is, there is an affine mapping S : R

2 → R
2–a composition of a rotation,

translation and scaling–such that SΥH
t ∼ Υ. The same affine mapping, S, maps t to some point near to the

y-axis. It is easily observed that the distance between the transformed centers SΥH
t and gridded centers Υ

is O(H). Thus, for H sufficiently small, we can solve the system of 15 equations

λpj =
∑

υ∈Υh
t

aυpj(t), j = 1, . . . , 15,

where λ = δt or λ = 1
h2 δtDν (where (pj)

15
j=1 is a basis for Π4). By the invariance of Π4 under similarity
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transformations, we can obtain the needed coefficients from the transformed centers and the ℓ1 bounds on
the coefficients follow by continuity.

If we set H = hσp , then Ξ2 (and hence Ξ) admits coefficient kernels satisfying BC1(4, 5hσp , C) and
BC2(4, 5hσp , C). Thus, by Corollary 15, ‖TΞf − f‖p ≤ h4‖f‖W 4

p (D) (making the appropriate changes if

p = 1,∞), and to obtain this we have added only roughly H−1 = h−σp = (h−2)1−
1
2p . (#Ξ1)

1− 1
2p . Specif-

ically, if p = ∞ then Ξ2 consists of at most the same number (up to a constant multiple) of centers as Ξ1.
An illustration of this scenario, is given in Figure 1.

6 Approximation from the Space S2(φ, Ξ)

The purpose of this section is to modify the previous approximation scheme to obtain approximants from
S2(φ, Ξ), and to show that this scheme satisfies the results of sections 5 and 6. We modify the scheme TΞ

slightly – specifically, we use the scheme:

TΞ,2f = p + TΞ(f − p),

for an appropriate choice of p ∈ Π1. To satisfy the side conditions, we exploit the fact that the coefficient
kernels ai each have polynomial reproduction properties. Thus, we can recast the three side conditions
∑

Aξq(ξ) = 0, with Aξ =
∫∫

a0(·, ξ)∆2(f − p) +
∫

a1(·, ξ)N(f − p) + a2(·, ξ)M(f − p) dσ, as

∫

Np(α)dσ(α) =

∫∫

∆2f(α)dα +

∫

Nf(α)dσ(α),

∫

(Np(α) + Mp(α))q1(α)dσ(α) =

∫∫

∆2f(α)q1(α)dα +

∫

(Nf(α) + Mf(α))q1(α)dσ(α),

∫

(Np(α) + Mp(α))q−1(α)dσ(α) =

∫∫

∆2f(α)q−1(α)dα +

∫

(Nf(α) + Mf(α))q−1(α)dσ(α).

Here q1(x) := x1+ix2 and q−1(x) := x1−ix2, and for completeness, we set q0(x) := 1. Finding p is a matter of
determining each cj in the expression p =

∑

cjqj . Using the basis qi has the benefit that Trp can be expressed
as
∑

cjej, and, likewise, Dnp = c−1e−1 + c1e1. Consequently, Np = Mp = −2c−1e−1 − 4c0e0 − 2c1e1. By
the orthogonality of the Fourier basis, the three side conditions yield

−8πc0 =

∫∫

∆2f(α)dα +

∫

Nf(α)dσ(α) (6.1)

−8πc−1 =

∫∫

∆2f(α)q1(α)dα +

∫

(Nf(α) + Mf(α))q1(α)dσ(α) (6.2)

−8πc1 =

∫∫

∆2f(α)q−1(α)dα +

∫

(Nf(α) + Mf(α))q−1(α)dσ(α). (6.3)

We write Trf =
∑

λkek and Dnf =
∑

µkek. By applying Green’s Identity, we can greatly simplify (6.1-6.3).
Since

∫∫

∆2f(α)dα =
∫

Dn∆f(α)dσ(α), (6.1) becomes

c0 = − 1

8π

∫

V2Trf − U2Dnf = λ0 − µ0.

Likewise, since
∫∫

∆2f(α)qj(α)dα =
∫

Dn∆f(α)qj(α) − ∆f(α)qj(α)dσ(α) when j = −1, 1, we get

c−1 = − 1

8π

∫

q1 (V2Trf + V1Trf − U2Dnf − U1Dnf) =
1

2
(λ−1 + µ−1)

and

c1 = − 1

8π

∫

q−1 (V2Trf + V1Trf − U2Dnf − U1Dnf) =
1

2
(λ1 + µ1).
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Thus, setting
Qj : L1(T) → Π1 : τ 7→ 〈τ, ej〉qj , j = −1, 0, 1,

and

pf :=
1

2
Q−1(Trf + Dnf) + Q0(Trf − Dnf) +

1

2
Q1(Trf + Dnf)

we have the modified scheme:
TΞ,2f := pf + TΞ(f − pf ).

The fact that the results of the previous two sections hold for TΞ,2 as well, follows from the observation that
‖pf‖ . ‖f‖B1+p

p,1 (D), ‖f‖C1(D), ‖f‖W 2L log L(D).

7 Appendix

To obtain a trace theorem for W kL logL(D) – the goal of this section – we employ the theory of Orlicz and
Sobolev-Orlicz spaces, which can be viewed as an expansion of the Lebesgue and Sobolev space theories.
Orlicz spaces are Banach function spaces whose elements satisfy simple integrability conditions. Given a
left-continuous, nondecreasing, and convex function B : [0,∞) → [0,∞) satisfying B(0) = 0, B′(0) = 0 and
limt→∞ B(t)/t = ∞ (such a function is called an N function), and a finite measure space, Ω, the Orlicz space
LB(Ω) consists of all measurable functions for which there exist ℓ > 0 such that the integral

∫

Ω
B(ℓ|f(x)|) dx

is finite. Although it is possible to give a broader definition of Orlicz spaces – based on a larger class than
the N functions (see [5]) and on general (nonfinite) measure spaces – for our purposes, the above definition
suffices.

The space LB has norm

‖f‖LB := ‖f‖B := inf

{

ℓ > 0 :

∫

Ω

B

( |f(x)|
ℓ

)

dx ≤ 1

}

.

Clearly, B0(t) := t log+ t is an N function (according to the definition given in Section 2) and L log L(Ω) is
an Orlicz space. The following result on embeddings can be found in [1, p.269]:

Proposition 16. Given N functions A and B, LB → LA if and only if there exists x0, k > 0 such that
A(x) ≤ B(kx) for all x > x0.

This proposition shows that

L logL(Ω) → LB1(Ω) → LB2(Ω) → L log L(Ω)

for B1(t) = t log(t + 1) or B2(t) = (t + 1) log(t + 1)− t. [5, Ch. Sec.],[1, Ch. 8], and [8] compile the necessary
basics of Orlicz spaces, while the second and third of these provide introductions to Sobolev-Orlicz spaces,
which we discuss next.

Now suppose Ω ⊂ Rn and the N function, B, satisfies the following condition: there exist constants k, t0 > 0
for which B(2t) ≤ kB(t) for all t > t0. (Note that B0, B1 and B2 each satisfy this.) The Sobolev-Orlicz
space W kLB(Ω) consists of functions f ∈ LB(Ω) for which Dαf ∈ LB(Ω) for all |α| ≤ k. W kLB has norm:

‖f‖W kLB
:=
∑

α≤k

‖Dαf‖LB .

Many well known properties of Sobolev spaces also hold for Sobolev-Orlicz spaces. An important property
is that C∞(Ω) is dense in W 1LB(Ω) when Ω has the segment condition [1, p. 68] (which the disc has).
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B∗, the Sobolev conjugate to B, is defined–when possible–by

B−1
∗ (t) :=

∫ t

0

B−1(s)

s(n+1)/n
. (7.1)

Note that even if B is invertible, there is no guarantee that the integral in (7.1) is finite. Indeed, although
B0, B1 and B2 generate the same Orlicz space, the first two N functions are inadequate to produce B∗ when
n = 2. The following proposition is essentially [8, Theorem 3.8] (which is also [1, Theorem 8.38]) adapted to
our setting:

Proposition 17. If B is an N function for which B−1
∗ (t) < ∞ for all 0 ≤ t < ∞ and limt→∞ B−1

∗ (t) = ∞
then, for f ∈ W 1LB(D),

‖Trf‖L
(B∗)1/2 (∂D) ≤ const ‖f‖W 1LB(D).

The following lemma is an application of this proposition.

Lemma 18. For f ∈ W 1L log L(D),

‖Trf‖L log L(∂D) ≤ const ‖f‖W 1L log L(D).

Proof. The proof consists of two parts. First, we compute an N function C, such that C∗ = (B1)
2. Hence,

by Proposition 17, ‖Trf‖L log L(∂D) ≤ ‖f‖W 1LC(D). In the second part, we show that there exist positive
constants t0, K such that C(t) ≤ B1(Kt) for all t > t0, which provides the embedding ‖f‖W 1LC(D) .

‖f‖W 1L log L(D).

To construct C, we differentiate the relationship (7.1) once, using B1(t)
2 = t2(log(1 + t))2 as C∗, and

postponing our justification for using C−1 until later. Thus (C−1
∗ )′(t) = C−1(t)/t3/2. Utilizing the fact that

(C−1
∗ )′ = 1/C′

∗ ◦ C−1
∗ and writing t = C∗ ◦ C−1

∗ (t) we see that

C−1(t) =
C

3/2
∗

C′
∗

◦ C−1
∗ (t) =

(B1)
2

2(B1)′
◦ C−1

∗ (t)

Differentiating this once, and applying the chain rule, gives

(C−1)′(t) =
2((B1)

′)2 − B1(B1)
′′

4((B1)′)3
◦ C−1

∗ (t)

Thus we have that C−1 and C are both strictly increasing, since

2((B1)
′(t))2 − B1(t)(B1)

′′(t) = 2

(

log(1 + t) +
t

1 + t

)2

− t

1 + t
log(1 + t)

(

1 +
1

1 + t

)

≥ (log(1 + t))
2

+

(

t

1 + t

)2

.

It is not difficult to show that C satisfies the other conditions of an N function. That C(0) = 0 and C′(0) = 0
is evident. Proving that C(t)/t → ∞ as t → ∞ involves changing variables:

lim
t→∞

C(t)

t
= lim

s→∞

s

C−1(s)
= lim

v→∞

C∗(v)

C−1(C∗(v))
= lim

v→∞
2(B1)

′(v) = ∞

We show that C is convex by demonstrating that (C−1)′′ ≤ 0. To this end, differentiating (C−1)′ and
simplifying, we see that

(C−1)′′ =
3((B1)

′′)2B1 − 3((B1)
′)2(B1)

′′ − (B1)
(3)B1(B1)

′

8((B1)′)5B1
◦ C−1

∗ (t).
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Clearly, it suffices to show that the numerator of this expression is nonpositive. The first term is

3((B1)
′′(s))2B1(s) = 3

(

1

s + 1
+

1

(s + 1)2

)2

s log(s + 1)

≤ 2

(

1

1 + s
+

1

(1 + s)2

)(

log(1 + s) +
s

1 + s

)2

. (7.2)

The second term is

−3(B1)
′′(s)((B1)

′(s))2 = −3

(

1

1 + s
+

1

(1 + s)2

)(

log(1 + s) +
s

1 + s

)2

. (7.3)

Estimating the third term,

−(B1)
(3)(s)B1(s)(B1)

′(s) =

(

1

(1 + s)2
+

2

(1 + s)3

)

s log(s + 1)

(

log(1 + s) +
s

1 + s

)

≤
(

1

s + 1
+

1

(s + 1)2

)(

log(1 + s) +
s

s + 1

)2

. (7.4)

Combining (7.2),(7.3) and (7.4) we see that the numerator of (C−1)′′ is nonpositive. Hence, C is convex.

Next we show that B1 dominates C in the sense of Proposition 16. To this end, set kj := C∗(2
j) and

lj := C−1(kj). From this it follows that C(lj) = kj and kj = 4j(log(2j + 1))2. Estimating kj :

(log 2)2j24j ≤ kj ≤ 4(log 2)2j24j

gives us that kj+1 ≤ 64(log 2)2j24j ≤ 64kj. We can use the fact that kj ∼ j24j to estimate lj :

(log 2)2

4
j4j ≤ kj

2(log(2j + 1) + 2j/(1 + 2j))
= lj,

which gives, for j big enough

(log 2)2 log 4

4
j24j =

(log 2)2

4
j4j log 4j ≤ lj log(lj + 1).

Hence, for j big enough, C(lj+1) ≤ cB1(lj) ≤ B1(clj) and, since both B1 and C are increasing functions,
this implies that C(x) ≤ B1(cx). The lemma follows by applying Proposition 16.
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