Automatic Driver Face State Estimation in Challenging Naturalistic Driving Videos
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Driver distraction represents a major safety problem in the United States. Naturalistic driving data, such as SHRP2 Naturalistic Driving Study (NDS) data, provide a new window into driver behavior that promises a deeper understanding than was previously possible. Unfortunately, the current practice of manual coding is infeasible for large datasets like SHRP2 NDS, which contains millions of hours of video. Computer vision algorithms have the potential to automatically code SHRP2 NDS videos. However, existing algorithms are brittle in the presence of challenges like low video quality, under- and over-exposure, driver occlusion, non-frontal faces, and unpredictable and significant illumination changes, which are all substantially present in SHRP2 NDS videos.

This paper presents and evaluates algorithms developed to quantify high-level features pertinent to driver distraction and engagement in challenging videos like those in SHRP2 NDS. Specifically, a novel two-stage video analysis pipeline is presented for tracking head position and estimating head pose, and eye and mouth states. Results on challenging SHRP2 NDS videos are promising. The accuracy of the new head pose estimation module is competitive with the state of the art, and produces good qualitative results on SHRP2 NDS videos.
**INTRODUCTION**

Driver distraction represents a major safety problem in the U.S., contributing to 10 percent of fatal crashes, 18 percent of injury crashes, and 16 percent of all crashes in 2012 (1). The explosion of web-based applications and connected vehicle information makes the issue even more critical in the coming years. Naturalistic driving data, such as SHRP2 Naturalistic Driving Study (NDS) data (2), provide a new window into driver behavior that promises a deeper understanding than was ever possible with crash data, roadside observations, or driving simulator experiments. The millions of hours of SHRP2 NDS data presents an unprecedented opportunity to identify the factors contributing to distraction-related crashes. Although the SHRP2 NDS data include detailed vehicle state data, the video record of the driver and surrounding road situation often provide a more revealing account of driver behavior. Each frame of the NDS videos consists of four views (clockwise from upper-left): forward roadway view, driver view (rotated), rear roadway view, and downward steering wheel view as shown in FIGURE 1(a).

![Sample frames of NDS video](image1)

**FIGURE 1: SHRP2 NDS Video: (a) Sample frames of NDS video (2), and (b) commonly found challenges.**

The current practice of manual coding costs hundreds of dollars per minute of video, making coding of the millions of hours of video infeasible. Computer vision algorithms have the potential to automatically code SHRP2 NDS videos, extracting features from thousands of hours at a fraction of the cost of manual coding. However, using existing algorithms for SHRP2 NDS
videos is problematic because of low video quality (e.g., low resolution, low dynamic range, compression artifacts), under- and over-exposure, occlusion, non-frontal faces, and unpredictable and significant illumination changes as shown in FIGURE 1b. The eventual goal of this research is to automatically quantify driver behavior, specifically distraction and engagement, by applying video analytics to the SHRP2 NDS videos. Toward this goal, this paper presents and evaluates algorithms developed to quantify high-level features pertinent to driver distraction and engagement: head pose, eye state, and mouth state.

**APPROACH AND PREVIOUS WORK**

The first step of estimating head pose and eye and mouth state is to detect the driver’s head. There are many approaches to face detection in the computer vision literature, but the most popular is attributed to Viola and Jones (3), which uses a cascade of detectors operating on simple image features (the difference between the sums of adjacent pixel regions) to efficiently detect face regions of interest in an image. Many algorithms (4, 5, 6), and the one proposed in this paper, use the Viola-Jones face detector as a building block. However, by itself, Viola-Jones and others like it often fail on videos collected in challenging uncontrolled environments (e.g., SHRP2 NDS videos). Boosted exemplar-based face detectors have been proposed in (7) and (8) to overcome some of the challenges of uncontrolled environments. However, such algorithms have a large memory footprint and are relatively slow. Recently, Li et al. (9) proposed a faster algorithm based on convolutional neural networks that demonstrated more impressive results on challenging uncontrolled face images. The above methods focus on detecting faces within a single image and hence do not perform tracking. Tracking methods (10, 11, 12, 13) can improve the robustness and accuracy of the head location and size estimates in videos. However, these tracking methods require considerable computation and hence are impractical for processing large datasets such as SHRP2 NDS, which contains millions of hours of video.

The goal of head pose recognition is to estimate the orientation of a subject’s head, usually with respect to the camera viewpoint. Head pose recognition is often performed in conjunction with, or immediately after, facial landmark localization (14, 15, 16). Given a detected face, the goal of facial landmark localization is to locate landmarks of interest on the face (e.g., nose tip, mouth corners, and eye centers). Recently, exemplar-based (17), and iterative shape regression-based (18, 19) approaches have demonstrated impressive landmark localization results on “in-the-wild” face images. The pipeline presented here uses an extended version of the exemplar-based approach described in (20, 21) for landmark localization and pose recognition. A full review of head pose recognition is outside the scope of this paper; see (22) for a review. In the algorithm proposed in this paper, a collection of 3D shape models is fit to the 2D facial landmarks. Yaw, pitch, and roll head rotation angles are then robustly computed by “consensus” of the individual 3D shape fits.

Eye and mouth state (e.g., open/closed) recognition fits within a broader class of work concerned with facial expression and facial action unit recognition, which is typically performed by classification of geometric features (e.g., eye/mouth shape as represented by sets of eyelid/lip landmark locations), motion features (e.g., tracked regions in video), and/or global or local appearance features (e.g., image patches centered on landmarks) (23). Due to the limited resolution of the driver’s face and its constituent parts in SHRP2 videos (where a driver’s eye fits within a 10 x 8-pixel rectangle), the spatial accuracy of the eyelid and lip landmarks is often not exact enough to reliably estimate eye and mouth openness. Therefore, the algorithm presented here uses only local appearance for eye and mouth state estimation.
METHODOLOGY

A two-stage video analysis pipeline was developed for this project. In Stage 1, the driver’s head is detected and tracked. Given the head region of interest, Stage 2 estimates head pose, and eye and mouth state. An overview of the pipeline is shown in TABLE 1. Details are presented in the following sections.

### TABLE 1 Overview of the Video Analysis Pipeline

<table>
<thead>
<tr>
<th>Step</th>
<th>Stage</th>
<th>Procedure</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Head Detection and Tracking</td>
<td>Face detection</td>
<td>Video Frame</td>
<td>Face detection(s)</td>
</tr>
<tr>
<td>2</td>
<td>Spurious face elimination</td>
<td>Spurious face elimination</td>
<td>Face detection(s)</td>
<td>Preserved detection(s)</td>
</tr>
<tr>
<td>3</td>
<td>Adaptive template head tracking</td>
<td>Preserved detection(s)</td>
<td>Head bounding box</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Head Pose, Eye State, and Mouth State</td>
<td>Low-level feature extraction in region of interest</td>
<td>Image, head bounding box</td>
<td>Low-level features</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>Local landmark hypothesis generation</td>
<td>Low-level features</td>
<td>Landmark response maps</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>Global landmark shape regularization</td>
<td>Landmark response maps</td>
<td>Landmark estimates</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>Head pose estimation</td>
<td>Landmark response maps</td>
<td>Yaw, pitch, roll angles</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>Eye and mouth state estimation</td>
<td>Landmark estimates</td>
<td>Eye/mouth openness</td>
</tr>
</tbody>
</table>

**Stage 1: Head Detection and Tracking**

The objective of Stage 1 is to develop a computationally efficient algorithm for inference of the driver’s head position in each frame. In particular, the algorithm should reliably track the driver’s head even when the driver moves quickly and erratically. The head detection and tracking algorithm consists of three steps:

1. Frontal and profile face detection,
2. Spurious face elimination to reject false detections made in the first step, and
3. Adaptive, template-based head tracking.

With this 3-step approach, the driver’s head can be tracked even when it is completely turned around, without the need for multiple-view head detection algorithms. Each of the three steps are elaborated below.

**Step 1.1: Face Detection**

During the first step, the OpenCV Viola-Jones (VJ) face detector (3) is applied to each frame independently. In many frames, the VJ detector fails to detect any faces, while in others, spurious faces are also detected, as shown in FIGURE 2(a). The output from this step serves as the input for spurious face elimination.
FIGURE 2  Face detection output: (a) Frontal face detection with spurious faces, (b) positions of all detected faces, (c) distance between pairwise detected faces, and (d) 2D displacements of head positions between successive frames.
Step 1.2: Spurious Face Elimination
The VJ detector may detect one or more spurious faces in each frame. Depicted in FIGURE 2 (b) are the true face positions (red) and spurious face positions (blue and green) of all faces detected by the VJ algorithm in one video clip. Note that the cluster of red and green points has an irregular shape due to the movement of the driver’s head. Conventional clustering algorithms such as k-means (24) implicitly assume each cluster has an elliptical shape. Hence it may not be suitable for this kind of application. Instead, we employ a clustering method called density-based spatial clustering of applications with noise (DBSCAN) (25) that makes no assumption regarding the shape of the head location distribution.

With DBSCAN, for a given threshold \( \varepsilon \), all data within the same cluster shall have at least one nearest neighbor in the same cluster within distance \( \varepsilon \). In FIGURE 2 (c), the histogram of pairwise closest L2 distance between true detection positions of the driver’s face, and the closest distance between positions of a spurious face and a true face are plotted. FIGURE 2(c) indicates that the choice of \( \varepsilon \) should be smaller than 20 and greater than 2. However, DBSCAN by itself clusters some spurious detections (green) as true detections (red) because of their proximity, as shown in FIGURE 2(b). Because of this, we need another parameter \( d_M \) (Mahalanobis distance threshold) to determine whether a position is too far from the mean position of faces in the cluster and hence is more likely to be a spurious face. Letting \( \mu \) and \( S \) be the sample mean and covariance of the cluster obtained using DBSCAN, \( d_M \) of a point \( p \) is given by

\[
d_M(p) = \sqrt{(p - \mu)^T S^{-1} (p - \mu)}
\]

Another parameter, \( n_M \) (minimum number of points), determines how small a cluster can be. It is of less importance here. The values of these parameters were chosen empirically from testing video clips using three-fold cross validation: \( \varepsilon = 15, \ d_M = 3 \) and \( n_M \leq 20 \) produced the best results with precision = 100% and recall = 31.50% on the test data (described in the results section). About 99% of spurious faces were eliminated. However, no faces were detected in about 70% of frames, which is addressed by the head tracking step described next.

Step 1.3: Adaptive Template Head Tracking
After Step 2, the driver’s head was detected with high confidence in only about 30% of the video frames. To improve this, Step 3 capitalizes on two observations: between successive frames (a) the driver’s head position displacement is limited and (b) the changes in the appearance of the driver’s head are relatively small. These observations motivate the use of head tracking to fill in missing detections from Step 2.

FIGURE 2(d) shows a scatter plot of displacements of head positions between successive frames in blue, mean displacement in red, and the covariance of displacement in green for 24 video clips. This provides an empirical estimate of the state transition probability \( P(x_t | x_{t-1}) \) of head position \( x \) from time \( t-1 \) to \( t \). It shows \( P(x_t - x_{t-1}) \) can be modeled by a Gaussian distribution. Therefore, given the position of the driver’s head in the current frame \( (x_{t-1}) \), the position of the driver’s head in the next frame \( (x_t) \) may be limited to a search region, \( S = \{ x_r | P(x_r | x_{t-1}) > 0 \} \). In practical implementation, \( S \) is approximated by a rectangular region and \( P(x_t | x_{t-1}) \) is approximated by a uniform distribution over \( S \).

We measure the similarity between a head template \( y_i \) and a candidate head region at \( x_r \) using cross correlation. The similarity scores are likely to vary with time: larger when the
driver’s head is stationary and smaller when the head is turning or the body is moving. By tracking the trend of the similarity score, one may determine a similarity score threshold at the current frame to determine the similarity of the templates. The computed similarity score is an empirical estimate of the likelihood of the head template is observed at the position of the candidate head region $x_t$, i.e. $P(y_t|x_t)$. The posterior probability $P(x_t|y_t)$ then can be evaluated as

$$P(x_t|y_t) = \int_S P(y_t|x_t)P(x_t|x_{t-1})dx_{t-1}$$

where the integration is over the search region $S$. The maximum posterior probability (MAP) estimation of the position of the driver’s head at the current frame $t$ is then found by

$$x_t^* = \arg\max_{x_t} P(x_t|y_t)$$

Results for Head Detection and Tracking
Twenty four short (10-30 seconds) sample clips from SHRP2 NDS Insight videos (26) were selected for evaluation. Each clip exhibits challenging characteristics as demonstrated in FIGURE 1(b).

Evaluation was performed using two metrics:

- **Precision** = $TP/(TP + FP)$ (a.k.a. *positive predicted value*)
- **Recall** = $TP/(TP + FN)$ (a.k.a. *sensitivity*),

where $TP$ is the number of true positive detections, $FP$ is the number of false positive detections, $TN$ is the number of true negative detections, and $FN$ is the number of false negative detections.

For each frame in these videos, the true head location was manually marked to define ground truth for each step. The confusion matrices of the three steps are given in FIGURE 3. Precision is high (about 99%) in Step 1, and does not decrease through Step 3. Recall is low (about 28%) in Step 1, but increases significantly to about 88% after Step 3.

![FIGURE 3 Confusion matrix for each step on 24 clips. H=head, NH=no head.](image)

**Stage 2: Head Pose, Eye, and Mouth State Estimation**
Similar to the approach in Stage 1, Stage 2 also uses a pipeline to take the head information for each frame from Stage 1 and extracts head pose, eye and mouth states. It is important to note that, given the gamut of challenges in SHRP2 NDS videos, the automated pipeline is not perfect. Therefore, in each step of Stage 2, the pipeline produces a confidence value that can be used, for example, to highlight potentially problematic videos and frames for manual evaluation or coding.
An overview of the face analysis pipeline for Stage 2 is shown in TABLE 1; additional details are given below.

**Step 2.1: Low-Level Feature Extraction**

Dense SIFT (Scale Invariant Feature Transform) feature descriptors (27) are extracted in the region of interest (ROI) at regular three-pixel intervals. SIFT descriptors encode local image structure (e.g., points and edges) into 128-element histograms of image gradient intensity and orientation.

**Step 2.2: Local Landmark Hypothesis Generation**

A weighted, generalized Hough voting strategy (28) is used to map low-level features to landmark location hypotheses. Offline, a database of \{low-level image feature, facial landmark\} pairs from a large collection of training images was constructed using approximately 18,000 face images from the CMU Multi-PIE Face Database (29). Each \{feature, landmark\} pair has a spatial offset associated with it that maps the low-level feature to a landmark location. For example, a feature near the tip of the nose and a landmark at the center of the top lip might have an offset of \(x = 0, y = 10\) that indicates the lip landmark is 10 pixels below the nose tip feature. At test time, each low-level feature descriptor is matched to similar features in the database. According to the example, a feature near the nose would “vote” for a lip landmark 10 pixels below it. Due to noise and inherent ambiguities in the image, these local votes may be noisy. However, because there are many \{feature, landmark\} pairs, votes will tend to pile up at the correct landmark locations. After spatial smoothing, the votes generate a landmark probability map for each landmark type.

For efficiency, all feature descriptors are quantized into visual words before they are used for landmark voting. Each visual word is identified by a unique integer ID and represents a cluster of similar feature descriptors in the training database. A fast, approximate nearest neighbor algorithm (30) is used to map each feature descriptor to a visual word ID. For efficient retrieval from the exemplar database, each \{feature, landmark\} pair is stored in an inverted index by visual word ID number.

Each landmark vote is weighted. This is key to the success of the algorithm. Intuitively, some features in the image are better at predicting landmarks than others. For example, features on the cheek are locally ambiguous and should therefore be down-weighted; features on the upper nose are more unique and can better predict eye landmarks and should therefore be up-weighted. In previous work (20), weights were computed in a highly data-intensive way. In the current implementation, an online feature weighting method replaces the offline one. The weight of each vote is inversely proportional to (a) the vote offset distance and (b) the variance among the offsets generated by features that map to the same visual word ID. Intuitively, this gives more weight to low-level image features that are both near landmarks and consistently vote for the same landmark location. Technical details are presented in Smith and Zhang (20). Computing weights online incurs a modest computational cost and a small decrease in accuracy, but reduces the memory footprint of the database by a factor of 10.

**Step 2.3: Global Landmark Regularization**

Local landmark estimates can be noisy and ambiguous (e.g., sunglasses occlude eye landmarks). Shape regularization addresses this problem by imposing global structure over the spatial arrangement of landmarks. Informally, the regularization algorithm attempts to find a set of...
landmark hypotheses that agree well with a consensus of exemplar face shapes. Belhumeur et al. (17) introduced this general idea, but used 2D exemplar shapes. Instead, 3D exemplars are used in this work. The regularization procedure consists of the following 6 steps:

1. Select four landmark types at random, and one candidate at random for each type.
2. Select a 3D exemplar shape at random.
3. Compute a weak perspective projection \( P_j \) that projects the 3D exemplar shape onto the 2D image using the four landmark correspondences as constraints. This generates one face shape candidate, \( S_j \).
4. Compute a score for \( S_j \). Each landmark \( i = 1, 2, \ldots, N \) in \( S_j \) has a probability, \( v_{ji} \), equal to the value in the probability map (generated by the weighted Hough voting step) at the landmark location. The score for \( S_j \) is \( \log(v_{j1}) + \log(v_{j2}) + \ldots + \log(v_{jN}) \).
5. Repeat Steps 1-4 many times. Save the top-scoring \( T = 100 \) face shape candidates.
6. Compute the final landmark locations. For each landmark type, compute the median location among the top-scoring \( T \) face shape candidates.

A confidence value is computed for the final landmark estimate by measuring \( v_i \) (the value in landmark \( i \)'s probability map at each landmark location), and then averaging. Note that four landmark candidates are selected in Step 1 because computing a weak perspective projection requires a minimum of eight constraints (an \( x \) and a \( y \) from each landmark): scale, \( x \)-translation, \( y \)-translation, absolute yaw angle, yaw sign, absolute pitch angle, pitch sign, and roll angle. The yaw and pitch angles are ambiguous up to a sign change, but the roll angle is not. FIGURE 4 (a) shows the three types of pose rotation angles.

Approximately 800 3D exemplar shapes were generated from sets of 2D landmarks. Each 3D shape was computed by a structure-from-motion (SfM) algorithm (31) applied to a set of manually annotated 2D landmarks from the Multi-PIE Face Database; each set of 2D landmarks depicted the same face from different viewpoints. Expectation maximization (EM) (32) and principal component analysis (PCA) (33) are used to fill in missing points and reduce spatial noise in the computed 3D exemplar shapes, as shown in FIGURE 4(b). The noisy raw points from the SfM algorithm are shown in green. The EM+PCA results are shown in red.

**Step 2.4: Head Pose Estimation**

Each of the \( T = 100 \) top face shape hypotheses in the shape regularization step has an associated weak perspective projection, which includes yaw, pitch, and roll angles. Head pose is expressed using these three angles. The final yaw angle is computed by taking the median of the yaw angles from the \( T = 100 \) top weak perspective projections. The consensus of yaw angles among the \( T = 100 \) top weak perspective projections is used to compute a confidence value. Specifically, \( \text{confidence} = 1 - \frac{\text{std}(\text{angle}_1, \text{angle}_2, \ldots, \text{angle}_{100})}{M} \), where \( \text{std} \) is standard deviation and \( M \) is set empirically. Pitch and roll angles are computed similarly. Experimentally, yaw angles were found to be consistently too small in magnitude. Therefore, the final yaw angle is multiplied by 1.3, set by minimizing the error between estimated and ground truth yaw angles.
FIGURE 4: (a) Head pose described by pitch, yaw, and roll angles, (b) different views of a 3D shape exemplar computed from 2D landmarks, and (c) closed eye (left) and open eye (right) from a SHRP2 NDS sample video.

Step 2.5: Eye and Mouth State Estimation

The eye and mouth state estimation module is executed after landmark localization is complete. FIGURE 4(c) shows an example from one of the InSight SHRP2 NDS sample videos illustrating the challenge with eye state detection. The two frames shown in FIGURE 4(c) are qualitatively very similar to frames typically found in the much larger SHRP2 NDS dataset. Eye state estimation is particularly challenging in the SHRP2 videos because they have low resolution and low dynamic range. The eye fits within a small 10 x 8 pixel window, and the differences between a closed eye (left) and an open eye (right) are subtle, which makes eye state estimation particularly challenging. For concreteness, eye state estimation is described here, and mouth state estimation is performed in the same way.

A straightforward approach to eye state estimation would be to compute eye openness as the distance between the upper and lower eyelid landmarks. However, this would require consistent subpixel landmark accuracy, which is often unrealistic in SHRP2 videos. Therefore, all of the pixel intensity information around each eye is used directly to estimate the state.
Specifically, the system extracts a patch of pixel intensity values centered on the centroid of the eye landmarks. The intensity values are normalized to reduce the impact of global illumination variation. The system then performs $k$-nearest neighbors classification to compute the state of the eye, which is given as a relative distance (between eyelids) and a confidence value. The system computes the cross correlation between the test patch and a collection of exemplar patches, which each have a known eyelid gap. A weighted cross correlation similarity measure is used, where the weight of each pixel is determined by an isotropic Gaussian function centered on the patch; this emphasizes pixels near the center of the eye and de-emphasizes others.

The final eye state estimate is the median eyelid gap among the top $k$ closest exemplar patches ($k$ was set at 10 based on cross-validation experiments). If desired, a threshold can be applied to the estimated eyelid gap to produce a binary “open” or “closed” state estimate. The confidence value is a function of the level of consensus (quantified by standard deviation) among the top $k$ eyelid gaps. The assumption was that poorly matched patches would be more randomly distributed than well matched patches. To improve robustness to landmark errors, several different patch offsets (e.g., $x = -5$ to $x = 5$ pixels) are tried and the offset with the best match is chosen. The algorithm computes a confidence value for the estimate by measuring the consensus among the $k$ closest exemplar patches: \( \text{confidence} = 1 - \frac{\text{std}(\text{gap}_1, \text{gap}_2, \ldots, \text{gap}_{10})}{N} \), where \( \text{std} \) is standard deviation and $N$ is set empirically.

### Results for Head Pose, Eye, and Mouth State Estimation

For initial testing, the Annotated Faces in the Wild (AFW) dataset (15) was used, which includes 468 faces in a wide variety of real-world conditions. FIGURE 5(a) shows qualitative results from the proposed algorithm on AFW faces. Although some mistakes are inevitable (bottom row), our approach is robust to a wide variety of "in-the-wild" conditions. AFW faces include accurate ground truth annotations: 68 landmarks and yaw, pitch, and roll head rotation angles for each face. To minimize the differences between AFW images and SHRP2 video frames, all AFW images were converted to grayscale and resized all faces to the typical size of SHRP2 faces (30-pixel inter-ocular distance (IOD)) using the face detection result. Note that the results in FIGURE 5(a) were computed on these more difficult, smaller grayscale faces; however, the algorithm outputs landmark estimates that are rescaled to the original image resolution, and so they are simply shown overlaid on the original images. In previous work (20), quantitative results showed that the proposed landmark localization algorithm produces results favorable in accuracy to several state-of-the-art approaches on AFW faces.

FIGURE 5(b) shows quantitative results for pose estimation on challenging clips (2,600 frames total) from several SHRP2 NDS videos. Accuracy is computed relative to manually-annotated “ground truth” yaw angles. For approximately 70% of the test frames our algorithm estimates the yaw angle of the driver’s head to within 15 degrees. The yaw angle estimation accuracy of our algorithm compares favorably to two commercial software libraries applied to the same clips: Verilook (34) and Dlib (35).

FIGURE 5(c) and (d) show quantitative results for eyelid and mouth gap estimation, respectively (large eyelid gap implies an open eye state, and small eyelid gap implies a closed eye state). Due to lack of eye or mouth state ground truth with SHRP2 data, results are shown for AFW faces, which include detailed eyelid and lip landmarks from which ground truth eyelid and
FIGURE 5: (a) Qualitative results on AFW faces. Cumulative error distributions of: (b) yaw head pose on SHRP2 NDS sample video frames, (c) vertical eyelid gap on AFW faces, and (d) vertical mouth gap on AFW faces.
mouth gaps can be computed. We see that, due to the low resolution of the test faces (similar to SHRP2 resolution), \( k \)-nearest neighbors classification of eye and mouth patches outperforms gap estimates using only the eyelid and mouth landmarks. For 85\% of AFW faces, our algorithm estimates eyelid openness to within 1.5 pixels from ground truth, and to within 4.5 pixels for mouth openness. In all cases, faces were resized to 30 pixels inter-ocular distance (IOD), which is similar to the size of SHRP2 driver faces.

CONCLUSIONS & RECOMMENDATIONS

The challenging nature of SHRP2 NDS videos requires the development of innovative approaches for ultimately achieving the goal of automatic feature extraction for quantifying driver distraction and engagement. Experience shows that clips most relevant to distraction and disengagement are likely to be those that are most difficult to code automatically. Therefore, all the algorithms presented in this paper produce a confidence value associated with each estimate to identify where manual involvement might be necessary.

A flexible, two-stage video analysis pipeline for tracking head position and estimating head pose, and eye and mouth states was developed. A novel template matching approach was designed to address the challenge of driver movement, off-center head position, and head rotation. Results on challenging SHRP2 NDS videos are very promising; specifically, no false positives and false negatives below 1\%. Previous landmark localization work by the authors was adapted and extended to better handle the challenges of SHRP2 videos. The accuracy of the new head pose estimation module is competitive with the state of the art, and produces good qualitative results on SHRP2 NDS videos. Eye state estimation is particularly challenging in the SHRP2 videos because they have low resolution and low dynamic range. Therefore, an exemplar approach was developed for eye and mouth state estimation. Based on the initial quantitative evaluation on challenging low-resolution “in-the-wild” faces and the qualitative evaluation on SHRP2 video frames, this approach to eye and mouth state estimation shows promise. Work to date has focused on implementing proof-of-concept solutions. Future work will continue to improve the robustness, accuracy and runtime of the video analysis pipeline.
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