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ABSTRACT

Image morphing techniques can generate compelling 2D transitions
between images. However, differences in object pose or viewpoint
often cause unnatural distortions in image morphs that are difficult
to correct manually. Using basic principles of projective geometry,
this paper introduces asimple extension to image morphing that cor-
rectly handles 3D projective cameraand scenetransformations. The
technique, called view morphing, works by prewarping two images
prior to computing a morph and then postwarping the interpol ated
images. Because no knowledge of 3D shape is required, the tech-
nique may be applied to photographs and drawings, as well as ren-
dered scenes. The ability to synthesize changes both in viewpoint
and image structure affords awide variety of interesting 3D effects
viasimple image transformations.

CR Categories and Subject Descriptors: 1.3.3[Computer Graph-
ics]: Picture/lmage Generation— viewing algorithms; 1.3.7 [Com-
puter Graphics]: Three-Dimensiona Graphics and Realism— ani-
mation; |.4.3 [Image Processing]: Enhancement— geometric correc-
tion, registration.

Additional Keywords: Morphing, image metamorphosis, view in-
terpolation, view synthesis, image warping.

1 INTRODUCTION

Recently there has been a great deal of interest in morphing tech-
niques for producing smooth transitions between images. These
techniques combine 2D interpolations of shape and color to create
dramatic specia effects. Part of the appea of morphing is that the
images produced can appesr strikingly lifelikeand visually convinc-
ing. Despite being computed by 2D image transformations, effec-
tive morphs can suggest a natural transformation between objects
in the 3D world. The fact that realistic 3D shape transformations
can arise from 2D image morphsisrather surprising, but extremely
useful, in that 3D shape modeling can be avoided.

Although current techniques enable the creation of effectiveim-
age transitions, they do not ensure that the resulting transitions ap-
pear natural. It isentirely up to the user to evaluate amorph transi-
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Figure 1: View morphing between two images of an object taken
from two different viewpoints produces the illusion of physically
moving avirtual camera.

tion and to design the interpolation to achieve the best results. Part
of the problem is that existing image morphing methods do not ac-
count for changes in viewpoint or object pose. As a result, sm-
ple 3D transformations (e.g., trandations, rotations) become sur-
prisingly difficult to convey convincingly using existing methods.
In this paper, we describe a simple extension called view morph-
ing that allows current image morphing methods to easily synthe-
size changes in viewpoint and other 3D effects. When morphing be-
tween different views of an object or scene, the technique produces
new views of the same scene, ensuring a realistic image transition.
Theeffect can be described by what you would seeif you physically
moved the object (or the camera) between its configurations in the
two images and filmed the transition, as shown in Fig. 1. More gen-
erally, the approach can synthesize 3D projective transformations of
objects, a classincluding 3D rotations, trandations, shears, and ta-
pering deformations, by operating entirely on images (no 3D shape
information is required). Because view morphing employs existing
image morphing techniques as an intermediate step, it may aso be
used to interpolate between different views of different 3D objects,
combining image morphing's capacity for dramatic shape transfor-
mations with view morphing’s ability to achieve changes in view-
point. Theresult isasimultaneousinterpolation of shape, color, and
pose, giving rise to image transitions that appear strikingly 3D.
View morphing works by prewarping two images, computing a
morph (image warp and cross-dissolve) between the prewarped im-
ages, and then postwarping each in-between image produced by the
morph. The prewarping step is performed automatically, while the
postwarping procedure may beinteractively controlled by means of
asmall number of user-specified control points. Any of several im-
age morphing techniques, for instance [15, 1, 8], may be used to
compute the intermediate image interpolation. View morphing does
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Figure2: A Shape-Distorting Morph. Linearly interpolating two perspective viewsof aclock (far left and far right) causes ageometric bending

effect in the in-between images. The dashed line shows the linear path of one feature during the course of the transformation. This example
isindicative of the types of distortions that can arise with image morphing techniques.

not require knowledge of 3D shape, thereby allowing virtua ma-
nipulations of unknown objects or scenes given only as drawings or
photographs.

Interms of itsability to achieve changesin viewpoint, view mor-
phingisrelated to previous view-based techniques such asview syn-
thesis[3, 7, 11, 12] and mosaics [10, 2, 14, 6]. However, this paper
focuses on creating natural transitions between images rather than
on synthesizing arbitrary views of an object or scene. Thisdistinc-
tion has a number of important consequences. First, in computing
the transition between two perspective views, we are free to choose
a natural camera path. By choosing this path along the line con-
necting the two optical centers, we show that the formulation and
implementation is greatly simplified. Second, our approach is gen-
eral in that it can be used to compute transitions between any two
images, thereby encompassing both rigid and nonrigid transforma-
tions. In contrast, previous view-based techniques have focused on
rigid scenes. Finaly, view morphing takes advantage of existing
image morphing techniques, already in widespread use, for part of
the computation. Existing image morphing tools may be easily ex-
tended to produce view morphs by adding the image prewarping and
postwarping steps described in this paper.

The remainder of this paper is structured asfollows: In Section 2
we review image morphing and argue that existing techniques may
produce unnatural results when morphing between images of the
same or similar shapes. Section 3 describes how to convert image
morphing techniquesinto view morphing techniques by adding pre-
warping and postwarping steps. Section 4 extends the method to en-
able interpolations between views of arbitrary projective transfor-
mations of the same 3D object. In addition, interactive techniques
for controlling the image transformations are introduced. We con-
clude with some examplesin Section 5.

2 IMAGE MORPHING

Image morphing, or metamorphosis, isapopular class of techniques
for producing transitions between images. There are a variety of
morphing methodsintheliterature, all based oninterpolating the po-
sitionsand colors of pixelsin two images. At present, there appears
to be no universal criterion for evaluating the quality or realism of a
morph, let alone of amorphing method. A natural question to ask,
however, is does the method preserve 3D shape. That is, does a
morph between two different views of an object produce new views
of the same object? Our investigation indicates that unless special
care is taken, morphing between images of similar 3D shapes of -
ten resultsin shapes that are mathematically quite different, leading
to surprisingly complex and unnatural image transitions. These ob-
servations motivate view morphing, introduced in the next section,
which preserves 3D shape under interpolation.

We write vectors and matrices in bold face and scalars in roman.
Scene and image quantities are written in capitalsand lowercase re-
spectively. When possible, we also write corresponding image and
scene quantities using the same letter. Images, Z, and 3D shapes or
scenes, S, are expressed as point sets. For example, an image point
(z,y) = p € Zistheprojection of ascenepoint (X,Y,Z) =P €
S

A morph is determined from two images Z, and Z; and maps
Co:Zy = 7, and C, : I, = T, specifying a complete correspon-
dence between pointsin the two images. Two maps are required be-
cause the correspondence may not be one-to-one. In practice, Cy
and C; are partially specified by having the user provide a sparse
set of matching features or regions in the two images. The remain-
ing correspondences are determined automatically by interpolation
[15, 1, 8]. A warp function for each image is computed from the
correspondence maps, usually based on linear interpolation:

(1 = s)po + sCo(po) €]
(1—s)Ci(p1) + sp1 @

Wy and W, give the displacement of each point pp € Zp and
p: € Z, asafunction of s € [0,1]. The in-between images Z,
are computed by warping thetwo original images and averaging the
pixel colors of thewarped images. Existing morphing methodsvary
principally in how the correspondence maps are computed. In ad-
dition, some techniques allow finer control over interpolation rates
and methods. For instance, Beier et al. [1] suggested two different
methods of interpolating line features, using linear interpolation of
endpoints, per Egs. (1) and (2), or of position and angle. In this pa-
per, the term image mor phing refers specifically to methods that use
linear interpolation to compute feature positions in in-between im-
ages, including [15, 1, 8].

Toillustrate the potentially severe 3D distortionsincurred by im-
age morphing, it isuseful to consider interpolating between two dif-
ferent views of aplanar shape. Any two such images are related by
a 2D projective mapping of the form:

Wo(po,s) =
Wi(p1,s) =

ar+by+c der+ey+ f

H(z,y) = -, -
(@y) (gx+hy+z gz + hy +1

)

Projective mappings are not preserved under 2D linear interpola-
tion since the sum of two such expressions isin genera aratio of
quadratics and therefore not a projective mapping. Consequently,
morphing is a shape-distorting transformation, as in-between im-
ages may not correspond to new views of the same shape. A partic-
ularly disturbing effect of image morphing is its tendency to bend
straight lines, yielding quite unintuitive image transitions. Fig. 2
shows a Dali-esque morph between two views of a clock in which
it appears to bend in half and then straighten out again during the



course of the transition. The in-between shapes were computed by
linearly interpolating pointsin the two views that correspond to the
same point on the clock.

3 VIEW MORPHING

In the previous section we argued that unless special care is taken,
image interpolations do not convey 3D rigid shape transformations.
We say that animagetransformation is shape-preserving if from two
images of aparticular object, it produces anew image representing a
view of thesame object. Inthissectionwedescribe aninterpolation-
based image morphing procedure that is shape-preserving. Morphs
generated by thistechnique create theillusion that the object moves
rigidly (rotating and trandating in 3D) between its positions in the
two images.

Computing the morph requires the following: (1) two images
Ty and 7, representing views of the same 3D object or scene, (2)
their respective projection matrices IT, and IT;, and (3) a corre-
spondence between pixels in the two images. Note that no a pri-
ori knowledge of 3D shape information is needed. The requirement
that projection matrices be known differentiates thistechnique from
previous morphing methods. However, there exist avariety of tech-
niques for obtaining the projection matrices from the images them-
selves and knowledge of either theinternal cameraparameters or the
3D positions of a small number of image points. For an overview
of both types of techniques, consult [4]. In Section 4 we introduce
avariant that does not require knowledge of the projection matrices
and also allowsinterpol ations between views of different 3D objects
Or SCenes.

The pixel correspondences are derived by acombination of user-
interaction and automatic interpolation provided by existing mor-
phing techniques. When the correspondence is correct, the meth-
ods described in this section guarantee shape-preserving morphs.
In practice, we have found that an approximate correspondence is
often sufficient to produce transitions that are visualy convincing.
Major errors in correspondence may result in visible artifacts such
as “ghosting” and shape distortions. Some examples of these ef-
fects are shown in Section 5. Other errors may occur as a result of
changesin visibility. In order to completely infer the appearance of
asurface from anew viewpoint, that surface must be visiblein both
Zo and Z;. Changesin visibility may result in folds or holes, asdis-
cussed in Section 3.4.

Following convention, we represent image and scene quanti-
ties using homogeneous coordinates: a scene point with Euclidean
coordinates (X,Y, Z) is expressed by the column vector P =
[X Y Z 1]" and a Euclidean image point (z,y) by p = [z y 1].
We reserve the notation P and p for points expressed in Euclidean
coordinates, i.e., whose last coordinate is 1. Scaar multiples of
these points will be written with atilde, as P and . A camerais
represented by a3 x 4 homogeneous projection matrix of the form
II = [H| — HC]. The vector C gives the Euclidean position of
the camera' s optical center and the 3 x 3 matrix H specifies the po-
sition and orientation of its image plane with respect to the world
coordinate system. The perspective projection equation is

p =IIP )

The term view will henceforth refer to the tuple (Z, IT) comprised
of an image and its associated projection matrix.

3.1 Parallel Views

We begin by considering situations in which linear interpolation of
images is shape-preserving. Suppose we take a photograph Z, of
an object, move the object in adirection paralel to theimage plane
of the camera, zoom out, and take a second picture Z;, as shown

Figure 3: Morphing Parallel Views. Linear interpolation of cor-
responding pixels in parale views with image planes Z, and Z;
creates image Zo 5, representing another parallel view of the same
scene.

inFig. 3. Alternatively, we could produce the same two images by
moving the camerainstead of the object. Chen and Williams[3] pre-
viously considered this specia case, arguing that linear image in-
terpolation should produce new perspective views when the camera
moves parallel to the image plane. Indeed, suppose that the camera
ismoved from theworld origin to position (C'x, Cy, 0) and thefo-
cd length changesfrom fy to fi. Wewritethe respective projection
matrices, IT, and I, as:

fo 0 0 0
My = | 0 fo 0 0
0 0 1 0
fi 0 0 —fiCx
II, = 0 fi 0 —fiCy
0 0 1 0

Werefer to cameras or viewswith projection matricesinthisformas
parallel cameras or parallel views, respectively. Let po € Zp and
p1 € 7 beprojections of ascene point P = [X Y Z 1] Linear
interpolation of pp and p; yields

1 1
1-s)po+sp1 = (1-— S)EH()P + sEl'IlP
1
= ZILP 4
7 4
where
I, = (1 — s)II + sIT4 ©)

Image interpolation therefore produces a new view whose projec-
tion matrix, I1,, isalinear interpolation of IT, and I, , representing
acamerawith center C; and focal length f, given by:
C, = (sCx,sCy,0) (6)
fs = (A=s)fot+sh (7

Consequently, interpol ating images produced from parallel cameras
produces the illusion of simultaneously moving the camera on the



line CoC; between the two optical centers and zooming continu-
oudly. Because the image interpolation produces new views of the
same object, it is shape-preserving.

In fact, the above derivation relies only on the equality of the
third rows of I, and IT;. Views satisfying this more general cri-
terion represent a broader class of parallel views for which linear
image interpolation is shape preserving. An interesting specia case
isthe class of orthographic projections, i.e., projections I, and IT;
whose last row is [0 0 0 1]. Linear interpolation of any two or-
thographic views of a scene therefore produces a new orthographic
view of the same scene.

3.2 Non-Parallel Views

Inthis section we describe how to generate asequence of in-between
viewsfrom two non-parallel perspective images of the same 3D ob-
ject or scene. For convenience, we choose to model the transforma-
tion as achange in viewpoint, as opposed to a rotation and transla-
tion of the object or scene. The only tools used are image reprojec-
tion and linear interpol ation, both of which may be performed using
efficient scanline methods.

3.2.1 Image Reprojection

Any two views that share the same optical center are related by a
planar projective transformation. Let Z and Z be two images with
projection matricesII = [H| — HC]andII = [H| — HC].
The projections p € Z and p € Z of any scene point P are related
by the following transformation:

HH 'p = HH'IIP
= IIP

p

The 3 x 3 matrix HH ' is a projective transformation that repro-
jects the image plane of Z onto that of Z. More generaly, any in-
vertible 3 x 3 matrix represents a planar projective transformation,
a one-to-one map of the plane that transforms points to points and
lines to lines. The operation of reprojection is very powerful be-
cause it allows the gaze direction to be modified after a photograph
is taken, or a scene rendered. Our use of projective transforms to
compute reprojections takes advantage of an efficient scanline al-
gorithm [15]. Reprojection can aso be performed through texture-
mapping and can therefore exploit current graphics hardware.

Image reprojection has been used previously in a number of ap-
plications[15]. Our use of reprojectionismost closely related to the
techniques used for rectifying stereo viewsto simplify 3D shapere-
construction [4]. Image mosaic techniques [10, 2, 14, 6] also rely
heavily on reprojection methods to project images onto a planar,
cylindrical, or spherical manifold. In the next section we describe
how reprojection may be used to improve image morphs.

3.2.2 A Three Step Algorithm

Using reprojection, the problem of computing a shape-preserving
morph from two non-parallel perspective views can be reduced to
the case treated in Section 3.1. To this end, let Zy and Z; be two
perspective views with projection matrices ITy = [Ho | — HoCyo]
and II;, = [H; | — H;C,4]. Itisconvenient to choose the world
coordinate system so that both Cy and C; lie on the world X -axis,
i.e, Co = [X000]" and C, = [X; 00]". The two remaining
axes should be chosen in away that reduces the distortion incurred
by image reprojection. A simple choice that works well in practice
isto choose the Y axis in the direction of the cross product of the
two image plane normals.

Figure 4: View Morphing in Three Steps. (1) Origina images Zo
and Z; are prewarped to form parallel views 7o and Z;. (2) Z, is
produced by morphing (interpol ating) the prewarped images. (3) Z,
is postwarped to form Z;.

In between perspective views on the line CoC; may be synthe-
sized by a combination of image reprojections and interpolations,
depictedinFig. 4. Givenaprojectionmatrix I, = [H, | —H.C.],
with C; fixed by Eq. (6), the following sequence of operations pro-
duces an image Z, corresponding to a view with projection matrix
I1,:

1. Prewarp: apply projectivetransforms Hy ! to Zp and H; * to
T, producing prewarped images Z, and Z;

2. Morph: form Z, by linearly interpolating positions and col-
ors of corresponding pointsin Zo and Z, using Eq. (4) or any
image morphing technique that approximates it

3. Postwarp: apply H, to Z,, yielding image Z,

Prewarping brings the image planes into aignment without chang-
ing the optical centers of thetwo cameras. Morphing the prewarped
images moves the optical center to C;. Postwarping transforms the
image plane of the new view to its desired position and orientation.

Noticethat the prewarped images Z, and Z; represent viewswith
projection matricesIly = [I| — Coland I, = [I| — Ci],
whereI isthe 3 x 3 identity matrix. Dueto the special form of these
projection matrices, Zo and Z; have the property that corresponding
pointsin the two images appear in the same scanline. Therefore, the
interpolation Z, may be computed one scanline at atime using only
1D warping and resampling operations.

The prewarping and postwarping operations, combined with the
intermediate morph, require multiple image resampling operations
that may contribute to a noticeable blurring in the in-between im-
ages. Resampling effects can be reduced by supersampling theinput
images[15] or by composing theimage transformationsinto one ag-
gregate warp for each image. The latter approach isespecially com-
patible with image morphing techniques that employ inverse map-
ping, such asthe Beier and Neely method [1], sincetheinverse post-
warp, morph, and prewarp can be directly concatenated into a sin-
gleinverse map. Composing the warps has disadvantages however,
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Figure 5: Singular Views. In the parallel configuration (top), each
camera soptical center isout of thefield of view of theother. A sin-
gular configuration (bottom) arises when the optical center of cam-
era B isinthefield of view of camera A. Because prewarping does
not change thefield of view, singular views cannot be reprojected to
form paralel views.

including loss of both the scanline property and the ability to use
off-the-shelf image morphing tools to compute the intermediate in-
terpolation.

3.3 Singular View Configurations

Certain configurations of views cannot be made parallel through re-

projection operations. For parallel cameras, (Fig. 5, top) the optica

center of neither cameraiswithinthefield of view of the other. Note
that reprojection does not change a cameras field of view, only its
viewing direction. Therefore any pair of viewsfor which the optical

center of one camerais within the field of view of the other cannot
be made parallel through prewarping' . Fig. 5 (bottom) depicts such
apair of singular views, for which the prewarping procedure fails.

Singular configurations arise when the camera motion is roughly
parallel to theviewing direction, acondition detectable from theim-

ages themselves (see the Appendix). Singular views are not a prob-

lem when the prewarp, morph, and postwarp are composed into a
single aggregate warp, since prewarped images are never explicitly
constructed. With aggregate warps, view morphing may be applied
to arbitrary pairs of views, including singular views.

3.4 Changes in Visibility

So far, we have described how to correct for distortions in image
morphs by manipulating the projection equations. Eq. (3), however,
does not model the effects that changes in visibility have on image
content. From the standpoint of morphing, changes in visibility re-
sult intwo types of conditions: folds and holes. A fold occursin an
in-between image Z, when avisible surfacein Z, (or Z,) becomes

LPrewarping is possible if the images are first cropped to exclude the
epipoles (see the Appendix).

occluded in Z;. In this situation, multiple pixels of Zo map to the
same point in Z,, causing an ambiguity. The opposite case, of an
occluded surface suddenly becoming visible, givesriseto ahole; a
region of Z, having no correspondence in Z.

Folds can be resolved using Z-buffer techniques [3], provided
depth information isavailable. In the absence of 3D shape informa-
tion, we use point disparity instead. The disparity of corresponding
points pp and p; in two paralle views is defined to be the differ-
ence of their z-coordinates. For parallel views, point disparity isin-
versely proportional to depth so that Z-buffer techniques may be di-
rectly applied, with inverse disparity substituted for depth. Because
our technique makesimages parallel prior to interpolation, thissim-
plestrategy sufficesin general. Furthermore, since theinterpolation
iscomputed one scanline at atime, Z-buffering may be performed at
the scanline level, thereby avoiding the large memory requirements
commonly associated with Z-buffering algorithms. An dternative
method using a Painter’s method instead of Z-bufferingis presented
in[10].

Unlike folds, holes cannot always be eliminated using image in-
formation alone. Chen and Williams [3] suggested different meth-
odsfor filling holes, using adesignated background color, interpola-
tion with neighboring pixels, or additional images for better surface
coverage. The neighborhood interpolation approach is prevalent in
existing image morphing methods and wasused implicitly in our ex-
periments.

3.4.1 Producing the Morph

Producing a shape-preserving morph between two images requires
choosing asequence of projection matricesII, = [H, | —H,C,],
beginning with IT, and ending with II,. Since C, is determined
by Eq. (6), this task reduces to choosing H; for each value of s €
(0,1), specifying a continuous transformation of the image plane
from the first view to the second.

There are many ways to specify this transformation. A natural
oneisto interpolate the orientations of theimage planesby asingle
axis rotation. If the image plane normals are denoted by 3D unit
vectors N and N, the axis D and angle of rotation 6 are given

by

D No x Ny
6§ = cos™'(Np-Ny)

Alternatively, if the orientations are expressed using quaternions,
theinterpolation is computed by spherical linear interpolation [13].
In either case, camera parameters such asfocal length and aspect ra-
tio should be interpolated separately.

4 PROJECTIVE TRANSFORMATIONS

By generalizing what we mean by a“view”, the technique described
in the previous section can be extended to accommaodate a range of
3D shape deformations. In particular, view morphing can be used to
interpolate between images of different 3D projective transforma-
tions of the same object, generating new images of the same object,
projectively transformed. The advantage of using view morphing
in this context is that salient features such as lines and conics are
preserved during the course of the transformation from the first im-
age to the second. In contrast, straightforward image morphing can
cause severe geometric distortions, as seen in Fig. 2.

Asdescribed in Section 3.1, a2D projective transformation may
be expressed asa 3 x 3 homogeneous matrix transformation. Sim-
ilarly, a 3D projective transformation is given by a4 x 4 matrix
T. Thisclass of transformations encompasses 3D rotations, trans-
lations, scales, shears, and tapering deformations. Applying T to a



homogeneous scene point produces the point Q = TP. The cor-
responding point Q in 3D Euclidean coordinates is obtained by di-
viding Q by its fourth component. 3D projective transformations
are notable in that they may be “absorbed” by the camera transfor-
mation. Specifically, consider rendering an image of a scene that
has been transformed by a 3D projective transformation T. If the
projection matrix is given by IT, apoint P in the scene appears at
position p intheimage, wherep = II(TP). If wedefinethe 3 x 4
matrix II = IIT, the combined transformation may be expressed
asasingle projection, representing aview with projection matrix II.

By allowing arbitrary 3 x4 projections, we can model the changes
in shape induced by projective transformations by changesin view-
point. Indoing so, the problem of interpolating images of projective
transformations of an unknown shape is reduced to aform to which
the three-step algorithm of Section 3.2.2 may be applied. However,
recall that the three-step algorithm requires that the camera view-
pointsbeknown. In order to morph between two different faces, this
would require a priori knowledge of the 3D projective transforma-
tion that best relates them. Since this knowledge may be difficult to
obtain, we describe here a modification that doesn’t require know-
ing the projection matrices.

Suppose we wish to smoothly interpolate two images Z, and
7. of objects related by a 3D projective transformation. Suppose
further that only the images themselves and pixel correspondences
are provided. In order to ensure that in-between images depict the
same 3D shape (projectively transformed), Zo and Z; must first be
transformed so as to represent parallel views. Asexplained in Sec-
tion 3.2.2, thetransformed images, Z, and Z1 , have the property that
corresponding points appear in the same scanline of eachimage, i.e.,
two points po € Zp and p1 € 7, are projections of the same scene
point only if their y-coordinates are equal. In fact, this condition is
sufficient to ensure that two viewsare parallel. Consequently Z, and
7, may be made parallel by finding any pair of 2D projective trans-
formations Ho and H; that send corresponding points to the same
scanline. One approach for determining Ho and H; using 8 or more
image point correspondences is given in the Appendix.

4.1 Controlling the Morph

To fully determine aview morph, Hs must be provided for each in-
between image. Rather than specifying the 3 x 3 matrix explicitly,
itisconvenient to provide H; indirectly by establishing constraints
on the in-between images. A simple yet powerful way of doing this
istointeractively specify the paths of four image points through the
entire morph transition. These control points can represent the posi-
tions of four point features, the endpoints of two lines, or the bound-
ing quadrilateral of an arbitrary image region®. Fig. 6 illustratesthe
process: first, four control points bounding a quadrilateral region
of Zo.5 are selected, determining corresponding quadrilateralsin Zo
and Z; . Second, the control points are interactively moved to their
desired positionsin Zo 5, implicitly specifying the postwarp trans-
formation and thus determining the entire image Zo.5. The post-
warps of other in-between images are then determined by interpo-
lating the control points. The positions of the control pointsin Z,
and Z, specify a linear system of equations whose solution yields
H, [15]. Thefour curves traced out by the control points may also
be manually edited for finer control of theinterpolation parameters.

The use of image control points bears resemblance to the view
synthesis work of Laveau and Faugeras [7], who used five pairs of
corresponding image points to specify projection parameters. How-
ever, intheir case, the points represented the projection of anew im-
age plane and optical center and were specified only in the original

2Care should be taken to ensure that no three of the control points are
colinear in any image.

images. In our approach, the control points are specified in the in-
between image(s), providing moredirect control over image appear-
ance.

4.2 View Morphing Without Prewarping

Prewarping is less effective for morphs between different objects
not closely related by a 3D projective transform. With objects that
are considerably different, it is advisable to leave out the prewarp
entirely, since its automatic computation becomes less stable [9].
The postwarp step should not be omitted, however, since it can be
used to reduce image plane distortions for more natural morphs. For
instance, alarge changein orientation resultsin anoticeable 2D im-
age contraction, as seen in Fig. 10.

Prewarping is not strictly necessary for images that are approx-
imately orthographic, as noted in Section 3.1. Images taken with a
telephoto lens often fall into this category, as do images of objects
whose variation in depth is small relative to their distance from the
camera. In either case, the images may be morphed directly, yield-
ing new orthographic views. However, the prewarping step doesin-
fluence the camera mation which, in the orthographic case, cannot
be controlled solely by postwarping. The cameratransformation de-
termined by Eq. (5) may introduce unnatural skews and twistsof the
image plane due to the fact that linear matrix interpolation does not
preserve row orthogonality. Prewarping the images ensures that the
view plane undergoes asingle axis rotation. More details on the or-
thographic case are given in [12].

5 RESULTS

Fig. 6illustratestheview morphing procedure applied to two images
of abus. We manually selected a set of about 50 corresponding line
features in the two images. These features were used to automat-
ically prewarp the images to achieve parallelism using the method
described inthe Appendix. Inspection of the prewarped imagescon-
firms that corresponding features do in fact occupy the same scan-
lines. An implementation of the Beier-Neely field-morphing algo-
rithm [1] was used to compute theintermediateimages, based on the
same set of features used to prewarp the images. The resulting im-
ages were postwarped by selecting a quadrilateral region delimited
by four control pointsin Z, 5 and moving the control pointsto their
desired positions in Zy 5. The fina positions of the control points
for the image in the center of Fig. 6 were computed automatically
by roughly calibrating the two images based on their known focal
lengths and interpolating the changes in orientation [4]. Different
images obtained by other settings of the control points are shown
in Fig. 8. Asthese images indicate, a broad range of 3D projective
effectsmay be achieved through the postwarping procedure. For in-
stance, the rectangular shape of the bus can be skewed in different
directions and tapered to depict different 3D shapes.

Fig. 7 shows some results on interpolating human faces in vary-
ing poses. The first example shows selected frames from a morph
computed by interpolating views of the same person facing in two
different directions. The resulting animation depicts the subject
continuously turning his head from right to left. Because the sub-
ject’sright ear isvisiblein only one of the original images, it appears
“ghosted” in intermediate frames due to the interpolation of inten-
sity values. In addition, the subject’s nose appears slightly distorted
as aresult of similar changes in visibility. The second sequence
shows a morph between different views of two different faces. In-
terpolating different faces is one of the most popular applications
of image morphing. Here, we combine image morphing’s capac-
ity for dramatic facial interpolations with view morphing’s ability
to achieve changes in viewpoint. The result is asimultaneous inter-
polation of facial structure, color, and pose, giving rise to an image
transition conveying a metamorphosis that appears strikingly 3D.



When an object hashilateral symmetry, view morphs can be com-
puted from asingle image. Fig. 9 depicts aview morph between an
image of Leonardo da Vinci’s Mona Lisa and its mirror reflection.
Although the two sides of the face and torso are not perfectly sym-
metric, the morph conveys a convincing facial rotation.

Fig. 10 comparesimage morphing with view morphing using two
ray-traced images of a helicopter toy. The image morph was com-
puted by linearly interpolating corresponding pixelsin the two orig-
inal images. The change in orientation between the original images
caused the in-between images to contract. In addition, the bending
effects seen in Fig. 2 are aso present. Image morphing techniques
such as [1] that preserve lines can reduce bending effects, but only
when line features are present. An interesting side-effect is that a
large hole appears in the image morph, between the stick and pro-
peller, but not in the view morph, since the eye-level is constant
throughout the transition. To be sure, view morphs may also pro-
duce holes, but only asaresult of achange in visihility.

6 CONCLUSIONS

Achieving redlistic image transitions is possible but often difficult
with existing image morphing techniques due to the lack of avail-
able 3D information. In this paper, we demonstrated how to ac-
curately convey arange of 3D transformations based on a simple
yet powerful extension to theimage morphing paradigm called view
morphing. In addition to changes in viewpoint, view morphing ac-
commodates changes in projective shape. By integrating these ca-
pabilities with those already afforded by existing image morphing
methods, view morphing enables transitions between images of dif-
ferent objects that give a strong sense of metamorphosisin 3D. Be-
cause no knowledge of 3D shape is required, the technique may be
applied to photographs and drawings, as well as to artificially ren-
dered scenes. Two different methods for controlling theimage tran-
sition were described, using either automatic interpolation of cam-
era parameters or interactive user-manipulation of image control
points, based on whether or not the camera viewpoints are known.
Because view morphing relies exclusively onimage information,
it is sengitive to changes in visibility. In our experiments, the best
morphs resulted when visibility was nearly constant, i.e., most sur-
faces were visible in both images. The visible effects of occlu-
sions may often be minimized by experimenting with different fea-
ture correspondences. Additional user input could be used to re-
duce ghosting effects by specifying the paths of image regions visi-
blein only one of the original images. A topic of futurework will be
to investigate ways of extending view morphing to handle extreme
changesin visibility, enabling 180 or 360 degree rotations in depth.
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APPENDIX

This appendix describes how to automatically compute the image
prewarping transforms Hy and H; fromtheimagesthemselves. We
assume that the 2D positions of 8 or more corresponding points are
given in each image. The fundamental matrix of two views is de-
fined to be the 3 x 3, rank-two matrix F such that for every pair of
corresponding image points po € Zp and p1 € 71,

pi Fpo =0
F isdefined up to ascalefactor and can be computed from 8 or more
such points using linear [5] or non-linear [9] methods.

A sufficient condition for two viewsto be parallel isthat their fun-
damental matrix have the form:

) 00 0
F:lo 0 —1] ®
01 0



Figure 6: View Morphing Procedure: A set of features (yellow lines) isselected in origina imagesZ, and Z, . Using these features, theimages
are automatically prewarped to produce Io and Z, . The prewarped images are morphed to create a sequence of in-between images, the middle

of which, Zo.5, is shown at top-center. To.5 isinteractively postwarped by selecting a quadrilateral region (marked red) and specifying its
desired configuration, Qo.s, in Zo.5. The postwarps for other in-between images are determined by interpolating the quadrilateral s (bottom).

1o Zo.25 Zo.s Zo.75 I

Figure 7: Facial View Morphs. Top: morph between two views of the same person. Bottom: morph between views of two different people.
In each case, view morphing captures the change in facial pose between original images Z, and Z, , conveying anatural 3D rotation.



Figure 8: Postwarping deformations obtained by different settings of the control quadrilateral.

Figure 9: Mona LisaView Morph. Morphed view (center) is halfway between original image (left) and it’s reflection (right).

Figure 10: Image Morphing Versus View Morphing. Top: image morph between two views of a helicopter toy causes the in-between images
to contract and bend. Bottom: view morph between the same two views results in a physically consistent morph. In this example the image
morph also results in an extraneous hol e between the blade and the stick. Holes can appear in view morphs aswell.



Consequently, any two images with fundamental matrix F may
be prewarped (i.e., made parallel) by choosi ng any two projective
transforms Ho and H, such that (H;')' FH;' = F. Here we
describe one method that appll(sarotatl onin depth tomaketheim-
ages planes paralld, followed by an affine transformation to align
corresponding scanlines. The procedure is determined by choos-
ing an (arbitrary) axis of rotation dp = [df d}} 0]" € Zo. Given
[y z]" = Fdy, the corresponding axis in Z, is determined ac-
cordingtod; = [~y x O]T. To compute the angles of depth rota-
tion we need the epipoles, aso known as vanishing points, ep € Zo
ande; € Z1. eg = [ef e} e3]” ande; = [ef ¥ e]” arethe unit
eigenvectors of F and F7' respectively, corresponding to eigenval-
ues of 0. A view's epipole represents the projection of the optica
center of the other view. The following procedure will work pro-
vided the views are not singular, i.e., the epipoles are outside the
image borders and therefore not within the field of view. The an-
gles of rotation in depth about d; are given by

T _1,dYef —d7e?
;= —— —t —-
5 an” " ( - )

s

We denote as Rdi the 3 x 3 matrix corresponding to a rotation of

angle 6; about axisd.. Applying Rg° to Zo and Rg! to Z, makes
thetwoimageplanesparalldl. AIthough thlSlstechnl cal ly sufficient
for prewarping, it is useful to add an additional affine warp to align
the scanlines. This simplifies the morph step to a scanline interpo-
lation and also avoids bottleneck problems that arise as a result of
image plane rotations [15].

The next step isto rotate the images so that epipolar lines are hor-
izontal. The new epipoles are [é7 &Y O]T = R;’; e;. Theangles of
rotation ¢o and ¢ are givenby ¢; = —tan~' (Y /&¥). After ap-
plying these image plane rotations, the fundamental matrix has the
form

: 0 0 0
F=R,RJ)FRYG R 4, =0 0 a
0 b ¢

The 3 x 3 matrix Ry denotes an image plane (z axis) rotation of

angle . Finally, to get F into the form of Eq. (8), the second image
istrandated and vertically scaled by the matrix

1 0 0
T=|0 —a -—c
0 0 b

In summary, the prewarping transforms Hy and H; are

Hy = Ry Ry
H, = TR, Rj!

The entire procedure is determined by selecting dy. A suitable
choiceisto select do orthogonal to e, i.e., do = [—e & 0]”.



