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Abstract. We show that the Lp(
)-norm of the error in surface spline interpolation of
a compactly supported function in the Sobolev space W 2m

2 decays like O(�
p+m) where

p := minfm;m+ d=p� d=2g and m is a parameter related to the smoothness of the surface
spline. In case 1 � p � 2, the achieved rate of O(�2m) matches that of the error when the
domain is all of Rd and the interpolation points form an in�nite grid.

1. Introduction

Let � be a �nite set of scattered points in Rd and let f : Rd ! C be a function which
is known only on �. A problem of practical importance is that of constructing a smooth
function which interpolates the known data fj�

and provides a good approximation to f

on any domain which is near �. There are a number of methods which are currently being
investigated in the literature for which the reader is referred to the surveys [10], [6], and
[18]. In this paper we restrict ourselves to the method known as surface spline interpolation
which we now describe.

Let m be an integer greater than d=2, and let H be the set of continuous functions
s : Rd ! C all of whose derivatives of total order m are square integrable. Let jjj � jjj be
the semi-norm de�ned on H by

jjjsjjj := kj�jm bskL2(Rd )
;

where bs denotes the Fourier transform of s given formally by bs(w) := R
Rd
s(x)e�iw�x dx,

w 2 Rd. Duchon [7] has shown that if f 2 H and � is a bounded subset of Rd satisfying

(1.1) 8q 2 �m�1(qj�
= 0) q = 0);
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where �k := fpolynomials of total degree � kg, then there exists a unique s 2 H which
minimizes jjjsjjj subject to the interpolation conditions sj�

= fj�
. The function s is called

the surface spline interpolant to f at � and will be denoted by T�f . When � contains
only �nitely many points, Duchon further shows that T�f is the unique function in S(�; �)
which interpolates f at �. Here � : Rd ! R is the radially symmetric function given by

� :=

(
j�j2m�d if d is odd

j�j2m�d log j�j if d is even,

and S(�; �) denotes the space of all functions of the form

q +
X
�2�

���(� � �);

where q 2 �m�1 and the ��'s satisfy1

(1.2)
X
�2�

��r(�) = 0; 8r 2 �m�1:

In order to discuss the extent to which T�f approximates f , let us assume that 
 � Rd

is an open bounded domain over which the error between f and T�f is measured. We
assume that � � 
 and de�ne the `density' of � in 
 to be the number

� := �(�;
) := sup
x2


inf
�2�

jx � �j :

A commonmeans of describing the asymptotic approximation attributes of an interpolation
method is via the notion of Lp-approximation orders. Surface spline interpolation in 
 is
said to provide Lp-approximation of order 
 if

kf � T�fkLp(
) = O(�
) as � ! 0

for all su�ciently smooth functions f . Duchon [8] has shown that if 
 is connected, has
the cone property, and has a Lipschitz boundary, then surface spline interpolation in 

provides Lp-approximation of order at least


p := minfm;m+ d=p� d=2g

for p 2 [1 : :1]. More precisely, it was shown that for all f 2 H and p 2 [1 : :1],

kf � T�fkLp(
) � const(m;
) �
p jjjT
f � T�f jjj; for su�ciently small �, and
(1.3)

jjjT
f � T�f jjj ! 0 as � ! 0:
(1.4)

1In case � is in�nite, we require additionally that only �nitely many of the ��'s are nonzero.
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The lengthy assumptions on 
 were employed because Duchon only wanted to assume that
f 2Wm

2 (
). These assumptions assured the existence of a function in H whose restriction
to 
 agreed with f . If one assumes straight o� that f 2 H, then (1.3) and (1.4) hold
provided that 
 is a bounded open subset of Rd having the cone property. In the limiting
case when the points � are taken as the in�nite grid hZd and 
 is taken as all of Rd, it is
known (cf. [5], [13]) that kf � T�fkLp(Rd ) = O(h2m) for all su�ciently smooth f .

The gap between 
p and 2m is rather substantial, and it has been my aim of late to
narrow this gap. An upper bound on the possible Lp-approximation order of surface spline
interpolation is obtained in [15] for the special case when 
 = B := fx 2 Rd : jxj < 1g. It
is shown that there exists a C1 function f such that

kf � T�fkLp(
) 6= o(�m+1=p) as � ! 0:

Interestingly, what is actually proved is that kf � T�fkLp(Bn(1�h)B) 6= o(�m+1=p) where

Bn(1�h)B can be interpreted as the boundary layer within 
 of depth h. Thus it appears
that our inability to achieve Lp-approximation of order 2m is due primarily to boundary
e�ects. This corroborates experimental evidence reported by Powell and Beatson [19]. It
becomes interesting now to see if it is possible to approach Lp-approximation of order 2m
is one changes the rules of the game so as to disabe the boundary e�ects. One approach
is to measure the error not on all of 
, but rather on a compact subset of 
. Bejancu [1]
has considered the case when 
 is the open unit cube (0 : : 1)d and the interpolation points
are those points of the grid hZd which lie in the closed cube [0 : : 1]d. He shows that if K
is a compact subset of (0 : : 1)d and f is su�ciently smooth, then

kf � T�fkL1(K) = O(h2m) as h! 0:

In the present work, we use an alternate means of disabling the boundary e�ects. We
assume that f , the function being interpolated, is compactly supported within 
. Before
stating our main result (see Corollary 5.1 for a more general statement), we de�ne the
Sobolev spaces W 


2 .

De�nition 1.5. The Sobolev space W 

2 , 
 � 0, is the set of all f 2 L2 := L2(Rd) for

which

kfkW

2

:=



(1 + j�j2)
=2 bf




L2

<1:

Theorem 1.6. Let 
 be an open bounded subset of Rd having the cone property. If � � 

satis�es (1.1) and f 2W 2m

2 is supported in 
, then

kf � T�fkLp(
) � const(
;m)�
p+m kfkW2m
2

;

for su�ciently small � := �(�;
).

Note that, for p 2 [1 : : 2], the exponent of � is 2m. Although 
p + m < 2m when
2 < p � 1, we at least have 
p+m > m+1=p. Our proof of Theorem 1.6 is accomplished
by showing that the factor jjjT
f � T�f jjj, on the right side of (1.3), decays like O(�m).
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For this, it su�ces to show that there exists s 2 S(�; �) such that jjjT
f � sjjj = O(�m).
We do this by �rst showing, in Section 3, that there exists an sh 2 S(�;hZd) such that
jjjT
f � shjjj = O(�m), where h is a multiple of �. Then, in Section 4, we show that there
exists s 2 S(�; �) such that jjjsh � sjjj = O(�m). The �nal result, Corollary 5.1, is then
proved in Section 5.

Throughout this paper we use standard multi-index notation: D� := @�1

@x
�1
1

@�2

@x
�2
2

� � � @�d

@x
�d
d

.

The natural numbers are denoted N := f1; 2; 3; : : : g, and the non-negative integers are
denoted N0. For multi-indices � 2 Nd0, we de�ne j�j := �1 + �2 + � � � + �d, while for

x 2 Rd, we de�ne jxj :=
p
x21 + x22 + � � �+ x2d. For multi-indices �, we employ the notation

()� to represent the monomial x 7! x�, x 2 Rd. The space of polynomials of total degree
� k can then be expressed as �k := spanf()� : j�j � kg. For x 2 Rd, we de�ne the
complex exponential ex by ex(t) := eix�t, t 2 Rd. The Fourier transform of a function f

can then be expressed as bf (w) := R
Rd
e�w(x)f(x) dx. The space of compactly supported

C1 functions is denoted C1c (Rd). If � is a distribution and g is a test function, then the
application of � to g is denoted hg; �i. We employ the notation const to denote a generic
constant in the range (0 : :1) whose value may change with each occurence. An important
aspect of this notation is that const depends only on its arguments if any, and otherwise
depends on nothing.

2. Preliminaries

The Besov spaces, which we now de�ne, play an essential role in our theory.

De�nition 2.1. Let A0 := B, and for k 2 N, let Ak := 2kBn2k�1B. The Besov space
B

2;q, 
 2 R, 1 � q � 1, is de�ned to be the set of all tempered distributions f for which

kfkB

2;q

:=





k 7! 2k




 bf




L2(Ak)






`q(N0 )

<1:

The spaces B

2;q are Banach spaces; the reader is refered to [17] for a general reference.

De�nition. For 
 2 (0 : :m], let M
 be the set of all compactly supported distributions
� which satisfy

(2.2) hq; �i = 0 8q 2 �m�1

and k�kM

<1, where k�kM


:=

(
k�kB
�m

2;1
if 0 < 
 < m

k�kL2
if 
 = m:

The set of all � 2 M
 for which supp� � A is denoted M
(A).

For � 2 M
, we de�ne the convolution � � � by

(� � �)b := b�b�:



SURFACE SPLINE INTERPOLATION 5

Proposition 2.3. Let 
 2 (0 : :m]. If � 2 M
, q 2 �m�1, and 0 < h � 1, then

(i) � � � + q 2 H;

(ii)



j�j�m b�




L2(Rdnh�1B)
� const(m;
)h
 k�kM


; and

(iii) kb�kL2(h�1B)
� const(m;
)h
�m k�kM


:

Proof. The proofs of [16; Lem. 2.3, Prop. 2.4] can be adapted in a straightforward fashion
to obtain (i). For (ii),(iii) we have


j�j�m b�




L2(Rdnh�1B)
� hm kb�kL2

= hm k�kMm
; and

kb�kL2(h�1B)
� kb�kL2

= k�kMm

which proves (ii) and (iii) for the case 
 = m. So assume 0 < 
 < m, and let l be the least
integer for which 2l > h�1. Then


j�j�m b�




L2(Rdnh�1B)
�

1X
k=l




j�j�m b�



L2(Ak)

� 2m
1X
k=l

2�km kb�kL2(Ak)

� 2m
1X
k=l

2�km2k(m�
) k�kM

� const(m;
)2�l
 k�kM


� const(m;
)h
 k�kM

; and

kb�kL2(h�1B)
�

lX
k=0

kb�kL2(Ak)
�

lX
k=0

2k(m�
) k�kM


� const(m;
)2l(m�
) k�kM

� const(m;
)h
�m k�kM


which completes the proof of (ii) and (iii). �

3. The gridded surface spline sh(�)

Let � 2 Cc(Rd) and � 2 C1c (Rd) satisfy

sup
j2Zd

j�0;j � b�(w � 2�j)j � const(d;m)jwjm; w 2 Rd(3.1)

j1� b�(w)j � const(d;m)
jwjm

1 + jwj3m
; w 2 Rd;(3.2)

and put
 := � � �:

The existence of such functions � and � is known. For example, � can be realized as a
�nite linear combination of the translates of a box spline (see [3]) and � can be realized
as a �nite linear combination of the translates of any function in C1c (Rd) having nonzero
mean.

For � 2 M
 and h > 0, we de�ne

sh(�) :=
X
j2Zd

[ (�=h) � �](hj)�(� � hj):

The proof of the following result is motivated by the techniques developed in [2].
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Proposition 3.3. Let 
 2 (0 : :m], h 2 (0 : : 1]. If � 2 M
 , q 2 �m�1, and f := � ��+ q,
then

(i) sh(�) 2 S(�;hZ
d \ (h supp + supp�)) and

(ii) jjjf � sh(�)jjj � const(m;
)h
 k�kM

:

Proof. Put �h :=  (�=h) � �. Since supp�h � h supp + supp�, it is clear that sh(�) 2
spanf�(���) : � 2 hZd\(h supp +supp�)g. Hence, in order to prove (i), it remains only to
show that

P
j2Zd �h(hj)r(j) = 0 for all r 2 �m�1. If we put g := �h(h�)r, then we obtain

from Poisson's summation formula (cf. [20], Chapter 7) that
P

j2Zd g(j) =
P

j2Zd bg(2�j).
Now c�h = hd b (h�)b�; hence, if r =Pj�j<m i�j�ja�()�, then

bg = X
j�j<m

a�D
�(h�dc�h(�=h)) = X

j�j<m

a�D
�[b�b�b�(�=h)]:

Condition (3.1) ensures that D�[b�b�b�(�=h)] = 0 at 2�j whenever j 2 Zdn0 and j�j < m.
On the other hand, (2.2) ensures that D�[b�b�b�(�=h)] = 0 at 0 for all j�j < m. Hence,P

j2Zd �h(hj)r(j) =
P

j2Zd bg(2�j) = 0 which proves (i). We turn now to (ii). For brevity,

let us write sh in place of sh(�). According to [11], b� can be identi�ed on Rdn0 with

c� j�j
�2m where c� is a nonzero constant depending only on m and d. For w 2 Rdn0, we

have bsh(w) = P
j2Zd

b�(w)�h(hj)e�ihj�w. If we de�ne g := �h(h�)e�hw, then we obtain

from Poisson's summation formula that
P

j2Zd g(j) =
P

j2Zd bg(2�j). Hence,
bsh(w) = b�(w) X

j2Zd

g(j) = b�(w) X
j2Zd

bg(2�j)
= b�(w) X

j2Zd

h�dc�h(w + 2�j=h) = b�(w) X
j2Zd

b (hw + 2�j)b�(w + 2�j=h):

Thus,

1

jc�j
jjjf � shjjj =

1

jc�j




j�jm ( bf � bsh)



L2(Rdn0)

=







j�j�m [b�� X
j2Zd

b (h �+2�j)b�(�+ 2�j=h)]








L2

�



j�j�m (1� b (h�))b�




L2

+







j�j�m
X

j2Zdn0

b (h �+2�j)b�(�+ 2�j=h))








L2

=: I + II:

We consider �rst I. It follows from (3.1) and (3.2) that
���1� b (w)��� � const(d;m)

jwjm

1 + jwjm
,
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w 2 Rd. Consequently,

I2 =



j�j�m (1� b (h�))b�


2

L2(h�1B)
+



j�j�m (1� b (h�))b�


2

L2(Rdnh�1B)

� const(d;m)



j�j�m jh�jm b�


2

L2(h�1B)
+ const(d;m)




j�j�m b�


2
L2(Rdnh�1B)

= const(d;m)h2m kb�k2L2(h�1B)
+ const(d;m)




j�j�m b�


2
L2(Rdnh�1B)

� const(d;m; 
)h2
 k�k2M


by Proposition 2.3 (ii), (iii). Let C := [�1
2
: : 1

2
)d. In order to estimate II, we employ the

partition Rd = [k2Zd 2�h
�1(k + C) to write

II2 =
X
k2Zd







j�j�m
X

j2Zd n0

b (h �+2�j)b�(� + 2�j=h)








2

L2(2�h�1(k+C))

:

For j 2Zdn0 and k 2Zdnf�jg, we have


j�j�m b (h �+2�j)b�(�+ 2�j=h)




L2(2�h�1(k+C))

=



j� � 2�j=hj�m b�(h�)b�(h�)b�




L2(2�h�1(k+j+C))

� const(d;m)





 jh � �2�(k + j)jm

j� � 2�j=hjm
b�(h�)b�





L2(2�h�1(k+j+C))

� const(d;m)





 jh � �2�(k + j)jm

j� � 2�j=hjm
b�(h�) j�jm





L1(2�h�1(k+j+C))




j�j�m b�



L2(2�h�1(k+j+C))

� const(d;m) kb�kL1(2�(k+j+C))





j�jm j�+ 2�(k + j)jm

j�+ 2�kjm






L1(2�C)




j�j�m b�



L2(2�h�1(k+j+C))

� const(d;m) kb�kL1(2�(k+j+C))

jk + jjm

1 + jkjm




j�j�m b�



L2(2�h�1(k+j+C))

:

Therefore,






X

j2Zdnf0;�kg

j�j�m b (h �+2�j)b�(� + 2�j=h)








L2(2�h�1(k+C))

� const(d;m)
X

j2Zdnf0;�kg

kb�kL1(2�(k+j+C))

jk + jjm

1 + jkjm




j�j�m b�



L2(2�h�1(k+j+C))

�
const(d;m)

1 + jkjm

s X
j2Zd nf0;�kg

kb�k2L1(2�(k+j+C)) jk + jj2m
vuut X

j2Zdnf0;�kg




j�j�m b�


2
L2(2�h�1(k+j+C))

� const(d;m)
1

1 + jkjm




j�j�m b�



L2(Rdn2�h�1C)

� const(d;m; 
)
h


1 + jkjm
kb�kM
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by Proposition 2.3 (ii). Now if k 6= 0 and j = �k, then


j�j�m b (h �+2�j)b�(�+ 2�j=h)




L2(2�h�1(k+C))

=



j�+ 2�k=hj�m b (h�)b�




L2(2�h�1C)

� const(d;m)



j�+ 2�k=hj�m





L1(2�h�1C)

kb�kL2(2�h�1C)

� const(d;m)
hm

1 + jkjm
kb�kL2(2�h�1C)

� const(d;m; 
)
h


1 + jkjm
kb�kM


by Proposition 2.3 (iii). Therefore,

II2 � const(d;m; 
)(h
 kb�kM

)2
X
k2Zd

1

(1 + jkjm)
2
� const(d;m; 
)(h
 k�kM


)2

since m > d=2; hence, I + II � const(d;m; 
)h
 k�kM

. �

4. An approximation to sh(�) from S(�; �)

Let N be the set N := f 1
2mj : j 2 Z

d; ji � 0; and j1 + � � � + jd � mg. It is known [4]
that N is `correct' for interpolation in �m; consequently, we have the following:

Lemma 4.1. There exists �1 2 (0 : : 1=4) (depending only on d;m) such that if x 2 rB,

# eN = #N and �( eN ;N ) � �1, then there exists fa�g�2 eN such that

max
�2 eN

ja�j � const(d;m; r) and q(x) =
X
�2 eN

a�q(�) 8q 2 �m:

The following is equivalent to the standard de�nition of the cone property.

De�nition 4.2. A set 
 � Rd is said to have the cone property if there exists �
; r
 2
(0 : :1) such that for all x 2 
 there exists y 2 
 such that jx � yj = �
 and

(1 � t)x+ ty + r
tB � 
 8t 2 [0 : : 1]:

The purpose of this section is to prove the following

Proposition 4.3. Let 
 be a bounded, open subset of Rd having the cone property. If �
is a �nite subset of 
 satisfying � := �(�;
) � �1r
, then for all 
 2 (0 : :m], � 2 M
(
),
there exists s 2 S(�; �) such that

jjjsh(�) � sjjj � const(
;m; ; 
)�
 k�kM

;

where h := �=�1.

Let r0 be the smallest positive real number for which

supp � r0B:



SURFACE SPLINE INTERPOLATION 9

Let 
, �, and � satisfy the hypothesis of Proposition 4.3. Let �h 2 C1c (Rd) be given by
�h :=  (�=h) � �, and note that supp�h � supp� + h supp � 
 + hr0B. For j 2 Zd

satisfying �h(hj) 6= 0, there exists xj 2 
 such that jxj � hjj � hr0. By De�nition 4.2,
there exists yj 2 
 such that jxj � yj j = �
 and

(1 � t)xj + tyj + r
tB � 
; 8t 2 [0 : : 1]:

Substituting t = h=r
 (necessarily � 1) we obtain zj+hB � 
, where zj := (1�h=r
)xj+
(h=r
)yj . Note that

(4.4)
��j � h�1zj

�� � jhj � xj j =h+ jxj � zj j =h � r0 + �
=r
 =: r1;

and �(h�1�;h�1zj +B) � h�1�(�;
) = �1. Since N � B, there exists Nj � � such that
#Nj = #N and �(h�1Nj � h�1zj ;N ) � �1. By Lemma 4.1, there exists faj;�g�2Nj

such
that

max
�2Nj

jaj;�j � const(d;m; r1) and(4.5)

q(j � h�1zj) =
X
�2Nj

aj;�q(h
�1(� � zj)); 8q 2 �m:(4.6)

Two easily proved consequences of (4.6) are that for all q 2 �m,

(4.7) q(0) =
X
�2Nj

aj;�q(�=h� j) and q =
X
�2Nj

aj;�q(� � (�=h� j)):

Noting that sh(�) can be written as sh(�) =
P

j2Zd �h(hj)�(� � hj), Dyn and Ron [9]

have suggested that in order to approximate sh(�) from S(�; �), one should �rst �nd
`pseudo-shifts' �j 2 spanf�(� � �) : � 2 �g which approximate �(� � hj) and then put
s :=

P
j2Zd �h(hj)�j .

De�nition. For j 2Zd satisfying �h(hj) 6= 0, de�ne

�j :=
X
�2Nj

aj;��(� � �);

�j :=
X
�2Nj

aj;��(� � �); where � :=

(
j�jm�d if m� d 62 2N0

j�jm�d log j�j if m� d 2 2N0
:

Lemma 4.8. If s :=
X
j2Zd

�h(hj)�j , then s 2 S(�; �) and

(4.9) jjjsh(�) � sjjj � const(d;m)








X
j2Zd

�h(hj)(�(� � hj)� �j)








L2

:
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Proof. It is clear that s 2 spanf�(���) : � 2 �g, so in order to show that s 2 S(�; �), it suf-
�ces to show that

P
j2Zd �h(hj)

P
�2Nj

aj;�q(�) = 0; for all q 2 �m�1. It was shown in the

proof of Proposition 3.3 that sh(�) 2 S(�;hZd \ supp�h); hence
P

j2Zd q(hj)�h(hj) =

0 for all q 2 �m�1. Therefore, if q 2 �m�1, then
P

j2Zd �h(hj)
P

�2Nj
aj;�q(�) =P

j2Zd �h(hj)q(hj) = 0 which proves that s 2 S(�; �). Now, if



Pj2Zd �h(hj)(�(� � hj)� �j)





L2

=

1, then the inequality is clear; so assume
P

j2Zd �h(hj)(�(� � hj)� �j) 2 L2. Then

jjjsh(�) � sjjj = jjj
X
j2Zd

�h(hj)[�(� � hj)�
X
�2Nj

aj;��(� � �)]jjj

= jc�j







j�jm
X
j2Zd

�h(hj)[j�j
�2m

e�hj �
X
�2Nj

aj;� j�j
�2m

e��]








L2

= jc�j








X
j2Zd

�h(hj)[j�j
�m

e�hj �
X
�2Nj

aj;� j�j
�m

e��]








L2

= const(d;m)








X
j2Zd

�h(hj)(�(� � hj)� �j)








L2

;

since
���b���� = const(d;m) j�j�m on Rdn0 (cf. [11]). �

The problem of estimating the right side of (4.9) would be much simpler if the function
� � �j(� + hj) was independent of j. The following lemma, proposition, and lemma will
allow us to carry forth our desired estimate despite the dependence of � � �j(�+ hj) on j.

Let � : Rd! [0 : :1) be given by �(x) := 0 if x 2 (1 + r1)B and

�(x) := maxf

�������(x)�
X
�2 eN

a��(x� �)

������g; if x 62 (1 + r1)B;

where the maximum is taken over all z; eN satisfying z 2 r1B, # eN = #N , �( eN�z;N ) � �1,
and the coe�cients fa�g�2 eN are determined by the requirement q(0) =

P
�2 eN a�q(�),

8q 2 �m. We will show that � belongs to the space L2 which was �rst introduced by Jia
and Micchelli [14] as the set of all g 2 L2 for which

kgkL2

:=








X
j2Zd

jg(� � j)j








L2(C)

<1;

where C := [�1=2 : : 1=2)d.
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Lemma 4.10. k�kL2
� const(d;m; r1).

Proof. Let x 2 Rdn(1 + r1)B, and let z; eN be such that �(x) =
����(x) �P�2 eN a��(x� �)

���,
where the coe�cients fa�g are as described in the de�nition of �. Since �( eN � z;N ) � �1,

z 2 r1B, and q(�z) =
P

�2 eN a�q(� � z) for all q 2 �m, it follows by Lemma 4.1 that

max�2 eN ja�j � const(d;m; r1). Note that since N � 1
2
B and �1 2 (0 : : 1=4), it follows thateN � (r1+

3
4 )B. De�ne the di�erence operator T by Tg := g�

P
�2 eN a�g(� � �). It follows

from the requirement q(0) =
P

�2 eN a�q(�) 8q 2 �m that Tq = 0 8q 2 �m. Let q 2 �m be

the mth-degree Taylor polynomial of � at x. Then

�(x) = jT�(x)j = jT (� � q)(x)j =

�������(x)� q(x) +
X
�2 eN

a�(�(x� �) � q(x� �))

������
�

 
max
�2 eN

ja�j

!X
�2 eN

j�(x� �) � q(x � �)j

� const(d;m; r1)maxfjD��(w)j : j�j =m+ 1 and w 2 x + (r1 + 3=4)Bg

� const(d;m; r1) jxj
�d�1 (1 + log jxj):

It follows from this that k�kL2
� const(d;m; r1). �

The following proposition, which demonstrates the utility of the space L2, was proved
in [14].

Proposition 4.11. If c 2 `2(Zd) and g 2 L2, then






X
j2Zd

cj g(� � j)








L2

� kck`2(Zd ) kgkL2
:

Lemma 4.12. If j 2Zd is such that �h(hj) 6= 0 and �j := � � �j(�+ hj), then

(i) j�j(x)j � hm�d�(x=h) 8x 2 Rdnh(1 + r1)B and

(ii) k�jkL2(h(1+r1)B)
� const(d;m; r1)h

m�d=2:

Proof. We �rst establish the identity

(4.13) �j(x) = hm�d[�(x=h)�
X
�2Nj

aj;��(x=h� (�=h� j))]; x 62 f0g [ (Nj � hj):

If m � d 62 2N0, then (4.13) is simply a consequence of the fact that �(y) = hm�d�(y=h).

If m� d 2 2N0, then �(x) = �(hx=h) = hm�d�(x=h) + hm�d jx=hjm�d log h, and hence

(4.14)

�j(x) = hm�d[�(x=h)�
X
�2Nj

aj;��(x=h� (�=h� j))]

+ hm�d logh[jx=hjm�d �
X
�2Nj

aj;� jx=h� (�=h� j)jm�d]:
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Let T be the di�erence operator de�ned by Tg := g �
P

�2Nj
aj;�g(� � (�=h � j)), and

note that Tq = 0 8q 2 �m by (4.7). In particular, since j�jm�d 2 �m, it follows

that jx=hjm�d �
P

�2Nj
aj;� jx=h� (�=h� j)jm�d = [T (j�jm�d)](x=h) = 0 which, in view

of (4.14), completes the proof of (4.13). In order to establish (i), let z = h�1zj �
j. Then (h�1Nj � j) � z = h�1Nj � h�1zj and hence �((h�1Nj � j) � z;N ) � �1.
(i) now follows from (4.13) since by the de�nition of � and with (4.4),(4.7) in view,����(x=h)�P�2Nj

aj;��(x=h� (�=h� j))
��� � �(x=h). For (ii), we note that

k�jkL2(h(1+r1)B)
= hm�d







�(�=h)�
X
�2Nj

aj;��(�=h� (�=h� j))








L2(h(1+r1)B)

; by (4.13),

= hm�d=2







� �
X
�2Nj

aj;��(� � (�=h� j))








L2((1+r1)B)

� const(d;m; r1)h
m�d=2 k�kL2(2(1+r1)B)

= const(d;m; r1)h
m�d=2; by (4.5):

�

Proof of Proposition 4.3. Let s 2 S(�; �) be as in Lemma 4.8, and for brevity, put eB :=
(1 + r1)B. Then

const(d;m)jjjsh(�) � sjjj �








X
j2Zd

�h(hj)(�(� � hj)� �j)








L2

=








X
j2Zd

�h(hj)�j(� � hj)








L2

�








X
j2Zd

�h(hj)�h(j+ eB)
�j(� � hj)








L2

+








X
j2Zd

�h(hj)�
R
dnh(j+ eB)

�j(� � hj)








L2

� const(d; r1)

sX
j2Zd

j�h(hj)j
2 k�j(� � hj)k2L2(h(j+ eB)) + hm�d








X
j2Zd

�h(hj)�(�=h� j)








L2

= const(d; r1)

sX
j2Zd

j�h(hj)j
2 k�jk

2
L2(h eB)

+ hm�d=2








X
j2Zd

�h(hj)�(� � j)








L2

� const(d;m; r1)h
m�d=2 k�hk`2(hZd ) ; by Lemma 4.12 (ii), Lemma 4.10, and Proposition 4.11.

Therefore,

(4.15) jjjsh(�) � sjjj � const(d;m; r1)h
m�d=2 k�hk`2(hZd ) :

Claim 4.16. k�hk`2(hZd ) = (h=2�)d=2








X
j2Zd

b (h �+2�j)b�(�+ 2�j=h)








L2(2�h�1C)

:
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proof. De�ne G : 2�h�1C ! C by G :=
P

j2Zd �h(hj)e�hj and note that kGkL2(2�h�1C)
=

(2�=h)d=2 k�hk`2(hZd ). Hence

(4.17) k�hk`2(hZd ) = (h=2�)d=2 kGkL2(2�h�1C)
:

Fix x 2 2�h�1C and put g := �h(h�)e�hx and note thatG(x) =
P

j2Zd g(j) =
P

j2Zd bg(2�j)
by Poisson's summation formula (cf. [20], Chapter 7). Now, bg = (�h(h�))b(� + hx) =

h�dc�h(�=h+ x) = b (�+ hx)b�(�=h+ x). Therefore,

G(x) =
P

j2Zd bg(2�j) =Pj2Zd
b (2�j + hx)b�(2�j=h+ x) which, in view of (4.17), proves

the claim.

Now,






X
j2Zd

b (h �+2�j)b�(�+ 2�j=h)








L2(2�h�1C)

�
X
j2Zd




b (h �+2�j)b�(�+ 2�j=h)




L2(2�h�1C)

�



 b 




L1(2�C)
kb�kL2(2�h�1C)

+
X

j2Zdn0




 b (h�) j�jm



L1(2�h�1(j+C))




j�j�m b�



L2(2�h�1(j+C))

� const(d;m; ) kb�kL2(2�h�1C)
+ h�m

vuut X
j2Zdn0




b j�jm


2
L1(2�(j+C))




j�j�m b�



L2(Rdn2�h�1C)

� const(d;m; ; 
)h
�m k�kM

; by Proposition 2.3, (3.1), (3.2),

which, in view of (4.15) and Claim 4.16 completes the proof. �

5. The Main Results

Combining Proposition 3.3 and Proposition 4.3 yields the following:

Theorem 5.1. Let 
 be a bounded, open subset of Rd having the cone property, and
let � � 
 satisfy � := �(�;
) � minf�1r
; �1g. If f 2 C(Rd) is such that there exists

 2 (0 : :m], � 2 M
(
), q 2 �m�1 such that f = � � �+ q on 
, then

(i) � � �+ q = T
f;

(ii) jjj� � �+ q � T�f jjj � const(
;m; 
)�
 k�kM

; and

(iii) kf � T�fkLp(
) � const(
;m; 
)�
p+
 k�kM


for all 1 � p � 1.

Proof. Since (i) follows from (ii) via (1.4) and (iii) follows from (i) and (ii) via (1.3), it
su�ces to prove (ii). It is known [7] that

(5.2) jjj� � �+ q � T�f jjj � jjj� � �� sjjj 8s 2 S(�; �):
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Put h = �=�1 and recall from Proposition 3.3 (ii) that jjj� � �� sh(�)jjj � const(m;
;  )h
 k�kM

.

By Proposition 4.3, there exists s 2 S(�; �) such that jjjsh(�) � sjjj � const(
;m; 
;  )�
 k�kM

.

Hence, by (5.2),

jjj� � �+ q � T�f jjj � jjj� � �� sh(�)jjj+ jjjsh(�) � sjjj � const(
;m; 
;  )�
 k�kM


which, after a suitable choice of  , proves (ii). �

Given a smooth f , the problem of �nding � 2 M
(
), q 2 �m�1 such that ���+q = f
on 
 is quite di�cult. In the special case m = d = 2, 
 = B, it is known [16] that if
f 2 C1(R2), then there exists � 2 M1=2(
), q 2 �1 such that � � �+ q = f on 
. There
is one special case in which � is easily found. That is the case when f is a smooth function
supported in 
. The following corollary deals with this special case.

For 
 2 (0 : :m], let F
 be the space given by

F
 :=

(
B
+m
2;1 if 
 2 (0 : : m)

W 2m
2 if 
 =m:

Corollary 5.3. Let 
 and � be as in Theorem 5.1, and let 
 2 (0 : :m]. If f 2 F
 is

supported in 
, then

(i) f = T
f and

(ii) jjjf � T�f jjj � const(
;m; 
)�
 kfkF
 ;

where � := �(�;
). Additionally, if � is su�ciently small, then

(iii) kf � T�fkLp(
) � const(
;m; 
)�
p+
 kfkF
 ;

for all 1 � p � 1.

Proof. As mentioned in the proof of Theorem 5.1, it su�ces to prove (ii). Assume f 2 F


is supported in 
. Put � :=
(�1)m

c�
�mf , where � := @2

@x2
1

+ @2

@x2
2

+ � � � + @2

@x2
d

denotes the

Laplacian operator, and note that � 2 M
(
) and k�kM

� const(d;m; 
) kfkF
 . We

show that f = � ��. Since bf = (� � �)bon Rdn0, it follows that the di�erence f �� � � is
a polynomial. For x 62 suppf , it follows from Green's second identity [12; page 5] that

� � �(x) =
(�1)m

c�

Z
supp f

�(x� t)�mf(t) dt =
(�1)m

c�

Z
supp f

�m�(x � t)f(t) dt = 0

since �m� = 0 on Rdn0. Thus the polynomial f���� = 0 on Rdn supp f ; hence f = ���.
If � > minf�1r
; �1g, then choosing s = 0 in (5.2) yields

jjjf � T�f jjj � jjjf jjj � const(m;
) kfkF
 � const(
;m; 
)�
 kfkF
 :

On the other hand, if � � minf�1r
; �1g, then by Theorem 5.1 (ii),

jjjf � T�f jjj � const(
;m; 
)�
 k�kM

� const(
;m; 
)�
 kfkF
 :

�
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